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Preface

PES College of Engineering, Mandya, started inyder 1962, has become autonomous in
the academic year 2008-09. Since, then it has bleamy the academic and examination
activities successfully. The college is runningh¢igndergraduate and eight Postgraduate
programs. It consists of six M.Tech programs, whiate affiliated to VTU. Other
postgraduate programs are MBA and MCA.

India has recently become a Permanent Member loyngighe Washington Accord. The
accord was signed by the National Board of Accegidih (NBA) on behalf of India on 13th
June 2014. It enables not only the mobility of alagree globally but also establishes
equivalence to our degrees with that of the memmag¢ions such as Taiwan, Hong Kong,
Ireland, Korea, Malaysia, New Zealand, Russia, &wge, South Africa, Turkey, Australia,
Canada and Japan. Among other signatories to theational agreement are the US and the
UK. Implementation of Outcome Based Education (QBE3s been the core issue for
enabling the equivalence and of Indian degreedtaidmobility across the countries.

Our Higher Educational Institution has adopted #emester structure with OBE scheme
and grading system.

The credit based OBE semester system providesbiligxiin designing curriculum and
assigning credits based on the course content@md lof teaching.

The OBE, emphasize setting clear standards forrediske, measurable outcomes of
programs in stages. There lies a shift in thinkitggching and learning processes moving
towards Students Centric from Teacher Centric eituta OBE standards focus on
mathematics, language, science, attitudes, sddils & moral values.

The key features which may be used to judge, ysdesn has implemented an outcome
based education system is mainly Standard basezbsmsents that determines whether
students have achieved the stated standard. Assetssmay take any form, so long as the
process actually measure whether the student kttweveequired information or can perform
the required task. Outcome based education is antioment that all students of all groups
will ultimately reach the same minimum standardstcd®me Based Education is a method or
means which begins with the end in mind and cotistaemphasizes continuous
improvement.

In order to increase the Industry/Corporate reasinenany Soft Skills and Personality
Development modules have been added to the existimgculum of 2013-14.Industry
Interactions have been made compulsory to enhdwecéeld experience. In order to enhance
creativity and innovation Mini Project is includedall undergraduate programs.

Sri.B.Dinesh Prabhu Dr. P S Puttaswamy
Deputy Dean (Academic) Dean (Academic)
Associate Professor, Professor,

Dept. of Automobile Engg. Dept. of Electrical & Electronics Engg.



P.E.S.COLLEGE OF ENGINEERING, MANDYA-571401
(An Autonomous Institution Under VTU. Belagavi)

Vision
“ An institution of high repute, imparting qualitywezhtion to develop innovative and
Humane engineers”
Mission
“Committed to develop students potential througl lgjgality teaching- learning processes

and state of the art infrastructure”

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

About the Department

The Department of Computer Science and Engineewag established in 1983. The
department offers B.E. program with an intake d $fudents, M.Tech. in Computer Science
and Engineering with 18 students, M.Tech. in Compingineering with 24 students and
also Ph.D. programme. Currently the strength atheng faculty is 32 and that of non
teaching staff is 14. The teacher - student iiatth16. The department has a research centre
under VTU and University of Mysore, with 2 reseagthdes and 8 research students. During
the last five years, the department has publistietk&hnical papers in international/national
journals/conferences. So far, the department hganared four international and 8 national
conferences. The department is equipped withhallrequired infrastructure, laboratories,
class rooms, departmental library. The departmaidis to achieve the mission of developing
and nourishing computer science engineers throwghtsained, committed and experienced
faculty members. Faculty members of the departmamsnvolved in research activities in
different fields such as Image Processing, PatiRecognition, Data Mining, Wireless
Networks, Big Data Analytics and Computer Vision.

Vision
“To develop globally competent computer professgoigl exploring latest technologies
through continuous learning, research and innovatio

Mission
“To impart quality technical education in modernagtices of Computer Science and
Engineering through competent faculties, statehef art teaching—learning infrastructure
and methodologies”.

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

Programme Educational Objectives (PEOS) are

I.  To provide students with a strong basis in the maidtical, scientific and
engineering fundamentals to solve computer sciengineering problems and to
prepare them for employment, higher learning, R&id @onsultancy.
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P.E.S.COLLEGE OF ENGINEERING, MANDYA-571401
(An Autonomous Institution Under VTU. Belagavi)

To provide technical knowledge, skills and awarsnalscurrent technologies of
computer science engineering and to develop anitylid design and provide
novel engineering solutions for software/hardwarerolgpems through
entrepreneurial skills.

To provide an exposure to emerging cutting edgent@logies to work as teams on
multidisciplinary projects with effective commurtioa skills and leadership
qualities.

To provide an ability to function ethically andsponsibly in a rapidly changing
environment by applying innovative technologiest tabows them to become
effective professionals in Computer Science tcagust life-long career in related
areas.

Program outcomes (POs)
A graduate of the Computer Science and Engineétiogram will demonstrate

a) An ability to apply knowledge of computing, mathdioal foundations, computer
science and engineering fundamentals. (Fundamemgitheering analysis skills).

b) An ability to analyze a problem, and identify andrnfiulate the computing
requirements appropriate to its solution (Inforroatretrieval skills).

c) An ability to design, implement and evaluate a cotepbased system, process,
component, or program to meet desired needs. (\oeeskills).

d) An ability to identify, formulate and solve compugeience engineering problems for
obtaining its solutions using the appropriate cotimguand engineering requirements
(engineering problem solving skills).

e) An ability to use current techniques, skills, anddarn engineering tools necessary
for computing and engineering practice (practicajieeering analysis skills).

f) The broad education necessary to understand thactngp engineering solutions in a
global and societal context (engineering impacessment skills).

g) A knowledge of contemporary issues (social awarenes

h) An understanding of professional, ethical, legacusity and social issues and
responsibilities (professional integrity).

i) An ability to function effectively individually andn teams to accomplish a common
goal (teamwork).

J) An ability to communicate effectively, both in wng and orally with a range of
audiences (speaking / writing skills).

k) Recognition of the need for, and an ability to egeggan continuing professional
development and life-long learning (continuing eatian awareness).

[) An ability to acquire concepts to integrate compuseience and engineering
principles in the construction of software and kack systems of varying
complexity (software hardware interface).

m) An ability to recognize the importance of professib development by pursuing
postgraduate studies or face competitive examingtihat offer challenging and
rewarding careers in computing (successful caneglirmmediate employment).

These programme outcomes (POs) are achieved thranghrray of courses. To

ensure the achievement of POs, the course leamittpmes (CLOs) are so formulated that
they address these POs.
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P.E.S.COLLEGE OF ENGINEERING, MANDYA-571401
(An Autonomous Institution Under VTU. Belagavi)

VIl Semester B.E. (CS&E) Scheme of Teachingnd Examination 2013- 14
Sl. | Course Course Title Teaching Hours/Week Total Examination Exam
No.|code Dept. Pattern Credits Marks Duration in
L:T: P:H CIE| SEE| Total hours
1 | p13csy71 | Distributed €S 3:2:0: 5 4 | 50| 50/ 10 3
Computing Systems
> | p13CS72 Object_ Oriented_ CSs 4:0:0: 4 4 50| 50| 100 3
Modeling & Design
Multi Core Cs 4:0:0: 4 3
3 | P13CS73 |Architecture & 4 50| 50| 100
Parallel Programming
4 | P13CS74 | Wireless Technolog CS 2:2:0:4 3 50 |500 |10 3
5 | P13CS75* Elective-ll CS 4:0:0: 4 4 50 50 1p0 3
6 | P13CS76* Elective-lll CS 4:0:0: 4 4 50 50 100 3
7 | P13CSL77 Networks Laboratory| CS 0:1:2:3 1.5 5 50 100 --
8 | P13CSL78 Java Programming CS 0:1:2:3 15 50! 50| 100 _
Laboratory
Total| 26 400| 400| 800
Elective Il Elective 11l
Sl. | Course code Course Title Course codg Course Title
No.
1 | P13CS751 Information Storage & Management P13CS76Big Data Analytics
2 | P13CS752 Pattern Recognition P13CS762 DigitagaRrocessing
3 | P13CS753 Mobile Computing P13CS7638  Wireless Savstworks
4 | P13CS754 | Attificial Intelligence P13CS764 Netwbtinagement Systems
5 | P13CS755 | Arm Based System Design P13CS765 WaebRibh Internet Applications
VIl Semester
VIII Semester B.E. (CS&E) Scheme of Teachinand Examination 2013- 14
Sl. | Course Course Title Teaching| Hours/We Total Examination Marks | Exam
No. | code Dept. ek Pattern Cr(e)tja}ts Duration
L:T:P CIE| SEE | Total| inhours
1 | p13cssy | Cryptography & S 2:2:0:4 3 | 50| 50| 100 3
Network Security
2 | P13CS82 Internet of Things CS 2:2:.0:4 3 50 50 100 3
3 | P13CS83*| Elective-IV CS 2:2:0:4 3 50 5( 100 3
4 | P13CS84*| Elective-V CS 2:2:0:4 3 50 5( 100 3
5 | P13CS85 Project work CS -- 10 100 100 200 3
6 | P13CS86 Seminar CS 0:2:0:2 0 50 - 50 3
Total 22 350f 300 650
Electiip Elective V
Sl. | Course code Course Title Course codg Course Title
No.
1 | P13CS831 Real Time Systems P13CS841 Fuzzy Logic
2 | P13CS832 Decision Support System P13CS842  Seffhesting
3 | P13CS833 Business Intelligence and Applicatipnd3d%843 | Agile Technologies
4 | P13CS834 | Service Oriented Architecture P13CS8u4 ybelCSecurity
5 | P13CS835 Information Theory and Coding P13CS845 biquitous Computing
Evaluation Scheme
Scheme Weightage Marks Event Break Up
Test | Test Il Quiz | Quiz Il Assignment
CIE 50% 50 35 35 5 5 10
SEE 50% 100 Questions to Set: 10 Questions to Answer: 5
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Department of Computer Science and Engineering

Course Title: Distributed Computing System
Course Code: P13CS71| Semester:VIlI| L-T-P:3:1:0 @dits:4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites:
1. Operating system
2. System programming

Course Learning Objectives (CLO’S)
The course aims to:
The student should be able to understand
1. Current literature in distributed systems.
The concepts related to distributed computing syste
The focus on performance and flexibility issuested to systems design decisions.
The abstraction and details of file systems.
To prepare students for an industrial programmimgrenment.

vk wnN

Course Content

Unit 1
Characterization of Distributed Systems-IntroduatExamples-Resource Sharing and
the Web-Challenges. System Models-Architecturalefaumental. Interprocess

Communication -Introduction-API1 for Internet protds-External data representation and
marshalling, Multicast communication, Network vatzation, Case study: MPI.
10 Hours
Unit 2
Remote Invocation-Introduction-Request-replay prots-Remote procedure calls-Remote
method invocation-Case study: Java RMI.
Operating System Support-Introduction-OS layer-€uton-Processes and threads-
Communication and invocation OS architecture.
11 Hours
Unit 3
Distributed File Systems-Introduction-File serviaechitecture-Case Study: Sun Network
File System-Enhancements and further developméwdsne Services-Introduction-Name
Services and the Domain Name System-Directory SesvCase Study: Global Name
Service.
10 Hours
Unit -4
Time and Global States-Introduction-Clocks, evematsd process states-Synchronizing
physical clocks-Logical time and logical clocks-Gdb states-Distributed debugging.
Coordination and Agreement-Introduction-Distributeanutual  exclusion-Elections-
Coordination and agreement in group communicationsénsus and related problems.
10 Hours

Unit -5
Transaction & Concurrency Control-Introduction-Tsantions, Nested Transactions, Locks,
Optimistic concurrency control, Timestamp orderinGomparision of methods for
concurrency control. Distributed Transaction — ddtrction, Flat & nested distributed

VII & VIII Semester Syllabus 2013-2014 1



Department of Computer Science and Engineering

transaction, Atomic commit protocols, Concurrenaoyntcol in distributed transaction,
distributed deadlocks, transaction recovery.
11 Hours
Text Book:
1. George Coulouris, Jean Dollimore, Tim KindberdDistributed Systems: Concepts
and Design", 5th Edition, Pearson Education, 2012.
References
1. A.S. Tanenbaum and M. V. Steen, "Distributed Systdpninciples and Paradigms”,
Second Edition, Prentice Hall, 2014.
2. M.L.Liu, "Distributed Computing Principles and Apghtions”, Pearson Addison
Wesley, 2014.

Course Outcome:

1. Understand the characterization of Distributed Systems &tddy system models &
IPC.

2. Explain Distributed Objects and Remote Invocation and skport of Operating
System.

3. Explain about Distributed File Systems and naming services.

Explain the concept of Time and Global States.

Understand transaction & concurrency control.

SNE S
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Department of Computer Science and Engineering

Course Title :Object Oriented Modeling and Design

Course Code: P13CS72| Semester: VII| L-T-P: 4:0:0 Credits: 4
Weightage :CIE:50% SEE:50%

Contact Period : Lecture :52 Hr, Exam: 3Hr

Prerequisites:
1. Object oriented concepts
2. Software engineering

Course Objectives

This course aims to:

1. Introducing students to the concepts and terms wustnd object-oriented approach to
systems analysis and design -

2. Highlighting the importance of object-oriented arséd and design and its limitations.
- Showing how we apply the process of object-oe@mtnalysis and design to
software development. -

3. Pointing out the importance and function of eadhLLimodel throughout the process
of object-oriented analysis and design and expigitine notation of various elements
in these models. -

4. Providing students with the necessary knowledgksaiils in using object-oriented
CASE tools

Course content
Unit 1
Introduction, Modelling Concepts, class Modelling:Object Orientation, OO development,
OO themes, Evidence for usefulness of OO developn@D modelling history Modelling
as Design Technique: Modelling, abstraction, Thedghmodels. Class Modelling: Object and
class concepts, Link and associations conceptser@ization and inheritance, A sample
class model, Navigation of class models.

Advanced Class Modelling, State Modelling: Advanced object and class concepts,
Association ends, N-ary associations, Aggregatidostract classes, multiple inheritance,
Metadata, Reification, Constraints, Derived datackages, Practical tips. State Modelling:
Events, States, Transitions and Conditions, Staggaims, State diagram behaviour.
10 Hours

Unit 2
Advanced State Modelling, Interaction Modelling: Advanced State Modelling: Nested
state diagrams, Nested states, Signal generalizaioncurrency, A sample state model,
Relation of class and state models, Practical tipteraction Modelling: Use case models,
Sequence models, Activity models. Use case relships, Procedural sequence models
Process Overview, System Conception, and Domain Alyais: Process Overview:
Development stages, Development life cycle. Sys€onception: Devising a system
concept, elaborating a concept, Preparing a proskatement. Domain Analysis: Overview
of analysis, Domain class model, Domain state md@iain interaction model..

11 Hours

Unit 3
Application Analysis, System DesignApplication Analysis: Application interaction model
Application class model, Application state modetjdikg operations. Overview of system
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Department of Computer Science and Engineering

design, Estimating performance, Making a reuse,@aeaking a system in to sub-systems,
Identifying concurrency, Allocation of sub-systerManagement of data storage, Handling
global resources, Choosing a software control exgsgat Handling boundary conditions,
Setting the trade-off priorities, Common architeatistyles 10 Hours
Unit 4
Class Design, Implementation Modelling, Legacy Sysins: Class Design: Overview of
class design, Bridging the gap, Realizing use ¢aBesigning algorithms, Recursion
downwards, Refactoring, Design optimization, Raifien of behavior, Adjustment of
inheritance, Organizing a class design, ATM examipiplementation Modelling: Overview
of implementation, Fine-tuning classes, Fine-tungeperalizations, realizing associations,
testing. Legacy Systems: Reverse engineering, Bgildhe class models, Building the
interaction model, Building the state model, Rega¥sgineering tips. 11 Hours
Unit 5
Design Patterns — 1:What is a pattern and what makes a pattern? Patgteyories,
Relationships between patterns, Pattern descripfommunication Patterns: Forwarder-
Receiver, Client-Dispatcher-Server, Publisher-Subsc
Design Patterns — 2, Idioms:Management Patterns: Command processor, View handle
Idioms: Introduction, what can idioms provides?oids and style, Where to find idioms,
Counted Pointer example. 10 Hours

Text Books:

1. Michael Blaha, James Rumbaugh: Object-Oriented Muagland Design with UML, 2nd
Edition, Pearson Education, 2005. (Chapters 1 @3y

2. Frank Buschmann, Regine Meunier, Hans Rohnerty Betemerlad, Michael Stal:
Pattern- Oriented Software Architecture, A Systd Patterns, Volume 1, John Wiley
and Sons, 2007. (Chapters 1, 3.5, 3.6, 4)

Reference Books:

1. Grady Booch et al: Object-Oriented Analysis andi@esvith Applications, 3rd Edition,
Pearson Education, 2007.

2. Brahma Dathan, Sarnath Ramnath: Object-OrientedyaisaDesign, and
Implementation, Universities Press, 2009.

Course Outcomes
At the end of the course the student would have the

1. The Knowledge of the basic concepts of Object ¢tei@modeling and Design.

2. Will be able to use the Object Oriented notatioms process that extends from
analysis through design to implementations.

3. Be able to use all the standard UML notations.

4. Capable to model the requirements with use caskdescribe the dynamic behavior
and structure of the design.

5. Easily create a modular design with componentsrelade the logical design to the
physical environment.

6. The Student will be able to use the concept ofgitepatterns and apply it where
suitable.
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Department of Computer Science and Engineering

Course Title :Multi Core Architecture & Parallel Pr ogramming
Course Code: P13CS73 Semester : VI L-T-P: 4:0:0 @dits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr Weightage :CIE:50% SEE:50%

Prerequisites:
1. Computer organization
2. Computer architecture

Course learning objectives

The course aims to:
1. To understand the recent trends in the field of Pater Architecture and identify
performance related parameters
To appreciate the need for parallel processing
To expose the students to the problems relatedutbprocessing
To understand the different types of multicore dedtures
To understand concepts of multi threading, OPENMP.

abrwn

Course Content
Unit -1
Introduction to Multi-core Architecture Motivation for Concurrency in software, Parallel
Computing Platforms, Parallel Computing in Micropessors, Differentiating Multi-core
Architectures from Hyper- Threading Technology, Mthreading on Single-Core versus
Multi-Core Platforms Understanding Performance, At Law, Growing Returns:
Gustafson’s Law.
System Overview of Threading: Defining Threads, System View of Threads, Thregdi
above the Operating System, Threads inside theTh&ads inside the Hardware, What
Happens When a Thread Is Created, Application Rrogring Models and Threading,
Virtual Environment: VMs and Platforms, Runtime Mialization, System Virtualization.
12 Hours

Unit -2
Fundamental Concepts of Parallel Programming Designing for Threads, Task
Decomposition, Data Decomposition, Data Flow Decositpon, Implications of Different
Decompositions, Challenges You'll Face, Parallebgtamming Patterns, A Motivating
Problem: Error Diffusion, Analysis of the Error Riion Algorithm, An Alternate
Approach: Parallel Error Diffusion, Other Alternags.
Threading and Parallel Programming Constructs: Synchronization, Critical Sections,
Deadlock, Synchronization PrimitiveSemaphores, Locks, Condition Variables, Messages,
Flow Control- based Concepts, Fence, Barrier, Implatation-dependent Threading
Features. 10 Hours
Unit -3
Threading APIs: Threading APIs for Microsoft Windows, Win32/MFC Thread APIs,
Threading APIs for Microsoft. NET Framework, Cregti Threads, Managing Threads,
Thread Pools, Thread Synchronization, POSIX Threddieating Threads, Managing
Threads, Thread Synchronization, Signaling, Contipiteand Linking. 10 Hours
Unit -4
OpenMP: A Portable Solution for Threading: Challenges in Threading a Loop, Loop-
carried Dependence, Data-race Conditions, Mana@hgred and Private Data, Loop
Scheduling and Portioning, Effective Use of Reduwdi Minimizing Threading Overhead,
Work-sharing Sections, Performance-oriented Progriayy, Using Barrier and No wait,
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Interleaving Single-thread and Multi-thread Exeonti Data Copy-in and Copy-out,
Protecting Updates of Shared Variables, Intel Tqasduing Extension to OpenMP, OpenMP
Library Functions, OpenMP Environment Variablesi@dation, Debugging, performance.
10 Hours
Unit -5
Solutions to Common Parallel Programming Problems Too Many Threads, Data Races,
Deadlocks, and Live Locks, Deadlock, Heavily Codesh Locks, Priority Inversion,
Solutions for Heavily Contended Locks, NonblockiAfgorithms, ABA Problem, Cache
Line Ping-ponging, Memory Reclamation Problem, Reewmndations, Thread-safe
Functions and Libraries, Memory Issues, Bandwidttorking in the Cache, Memory
Contention, Cache-related Issues, False Sharingndvie Consistency, Current IA-32
Architecture, Itanium Architecture, High-level Larmpes, Avoiding Pipeline Stalls on IA-

32,Data Organization for High Performance.
10 Hours

Text Book:
1. Multicore Programming, Increased Performance thindsigftware Multi-threading by
Shameem Akhter and Jason Roberts, Intel Press, 2006

Course outcomes
At the end of the course the student should betable
1. Point out the salient features of different multicore arebitires and how they exploit
parallelism.
Describethe Fundamental concepts of parallel programmimbcnstructs.
Comparethe different threading API'S.
Writ e a multithreading programming using OPENMP.
Explain the concepts of deadlocks, data races & Desigardldcking Algorithms.

LN
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Course Title : Wireless Technology
Course Code: P13CS74 Semester : VI L-T-P: 2:1:0 @dits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr Weightage :CIE:50% SEE:50%

Prerequisites: Know the concept of networking

Course Learning Objectives (CLOSs)

This course aims to

1. Describesa comprehensive, Broad-based coverage of the mue@l aspects of the
most popular forms of wireless telecommunicatiogstesns and emerging wireless
technologies used to extend the reach of the vauddic or private data network.

2. Understanding about the fundamental operations of the wirelessriologies used by
professionals and technicians involved in a tecrsapport segment of this field.

3. Understand and Gain knowledge about other popular technologidgkisiand next
generation of wireless telecommunications systednretworks.

4. Understand and analyzeof both major cellular technologies (GSM and CDMA)
provides the reader with a clearly defined pathtiiermigration from these technologies
to 3G cellular.

5. Understanding the concepts of GSM and CDMA cellular systems cgular, and IEEE
standards-based wireless LANs, PANs, and MANS.

6. Describe emerging wireless air interface and network tetdgies that will be
incorporated into the next generation of wirelggtems.

Relevance of the course:

1. This course presents the theoretical knowledgeeteadd fundamental aspects of the
most popular forms of wireless telecommunicatiorstesns and emerging wireless
technologies used to extend the reach of the vauddic or private data network.

2. The student will also understand the concepts dfiG8d CDMA cellular systems, 3G
cellular, and IEEE standards-based wireless LAM$$? and MANS.

3. This course gives students sufficient preparatioritie Wireless Technologies course.

Course Content

Unit 1
History and evolution of wireless radio systemsDifferent generations of wireless cellular
networks. Common cellular system components: Comuchular network components,
software views of cellular network, 3G cellular ®&m components, Identification, call
establishment. 10 Hours

Unit 2
Wireless Network Architecture and operation The cellular concept, cell fundamentals,
capacity expansion techniques, cellular backhatwaors, mobility management, wireless
network security. GSM and TDMA technology: Introtioo to GSM and TDMA, GSM
network and system architecture, GSM channel cdnggfM system operations, GSM
Identifiers, GSM protocol architecture, TDMA system 10 Hours

Unit 3
CDMA technology, CDMA overview, CDMA network and system architaetuCDMA
channel concept, CDMA operations, Cellular wireldasa networks - 2.5 and 3G systems:
CDPD, GPRS and EDGE data networks, CDMA data nddsydtvolution of GSM and NA-
TDMA to 3G, SMS, EMS, MMS and MIM services. 1duns
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Unit 4
Wireless Modulation Techniques and hardwareTransmission characteristics of Wire line
and fiber systems, characteristics of the air fate, wireless telecommunications coding
techniques, digital modulation techniques, sprepecBum modulation techniques, UWRT
Technology, diversity techniques. 10 Hours

Unit 5
Broadband satellite and microwave systemsintroduction, Fundamentals of satellite
systems, broadband and satellite networks, broadlaicrowave and millimetre wave
system. Emerging wireless technologies: Introductim emerging wireless network
technologies, new emerging air interface technelgiand new wireless network
implementations. 11 hours

Text Book:

1.Wireless Telecom systems and networks, Mulleni$on learning, 2006

Reference Books:

1. Fundamentals of wireless communication, David Psamod Viswanath, Cambridge
2000.

2. Mobile Cellular Telecommunication. Lee W.C.Y,M&4d02

Course Outcomes:

After learning all the units of the course, the stdent is able to

1. Understand the general history and evolution of wireless textbgy.

2. Analyzethe concept of the different generations of wssleellular systems.

3. Understand and applythe knowledge about other popular technologiekimdand next
generation of wireless telecommunications systednretworks.

4. Understanding of both major cellular technologies (GSM and CDMAdvides the
reader with a clearly defined path for the mignaticom these technologies to 3G
cellular.

5. Understanding and analyzethe emerging wireless air interface and network
technologies that will be incorporated into thetrganeration of wireless systems.

VII & VIII Semester Syllabus 2013-2014 8
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Model Question Paper Marks CO's Levels
Unit-|
1l.a | Explain how frequency division duplex operation veahtieved 6 Col L2
by first —generation cellular systems.
b. | Explain the sequence of events that occurs wheANRS 7 COo1| L2
cellular telephone is first turned on.
c. | Explain AMPS mobile —originated call in detail. 6 CO1|L2
2.a | Explain AMPS mobile-terminated call in detalil 6 CO1| L2
b. | Explain the concept of time division duplex. 7 CO1|L3
c. | Explain the functions of the following 7 CO1|L2
.VLR ii.HLR iii.MSC iv.LAI
UNIT - 1l
3.a | Determine the frequency reuse distance for a e€ius of 20 6 CcOo2|L1,L2
KM and a cluster size of 7.
b. | Explain cell splitting and cell sectoring in detail 6 CO2| L2
c. | Explain GSM Intra-BSC handover concept in detail. 8 CO2| L3
4.a | Explain mobility management in detail. 6 CO2| L2
b. | Define handoff. Explain handoff operations in detai 4 CO2|L2,L3
c. | Describe the process of power control used by leelkystems.| 6 CO2|L3
Unit Il
5.a. | Explain the steps a CDMA mobile goes through in | 6 CO3| L2
initialization state.
b. | Explain the basic operation of GSM GPRS. 7 CO3| L2
c. | Describe the generation of the IS-95 CDMA pilot rohal. 7 CO3]| L1,
L2
6.a. | Differentiate EMS /MMS and SMS. 6 CO3| L2
b. | Explain the basic difference between 1G and 2G lesgein| 7 CO3| L2
terms of data services.
c. | How does the use of spreading codes increase s 7 Co3| L1
bandwidth.
UNIT- IV
7.a | Explain DSSS operation. 8 CO4| L2
b | Explain the basic process involved in the bloclerigaving of| 8 CO4| L2
data bits before transmission.
c | Explain an OFDM modulation system. 4 CO4 | L2
8.a. | What technique is used to compensate for noise lgrs] 6 CO4| L1
encountered when transmitting digital informatiorveo
conductor-based transmission lines.
b. | Explain 8-PSK modulation. 7 CO4| L2
c. | Explain FHSS operation. 7 CO4| L1
UNIT - V
9a | Explain categories of satellite systems. 6 CO5| L1
b | Explain the basic concept behind the operation dMV®l |7 CO5]| L1,
wireless. L2
c | Explain the basic concept of CRT. 7 CO5| L2
10.a| Explain technical challenges for broadband sagetiyistems. | 10 CO5| L3
b. | Explain  bent-pipe concept in relation to satell 10 CO5| L2

communication systems.
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ELECTIVE — 1l
Course Title :Information Storage & Management
Course Code: P13CS751 Semester : VII | L-T-P: 4:0:0 | Credits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites: Student should have knowledge of basic computehitacture, operating
systems, networking, and databases.

Course Learning Objectives (CLOSs):

1) To evaluate storage architectures and key dataicel@ments in classic, virtualized and
cloud environments

2) To explain physical and logical components of aagje infrastructure including storage
subsystems, RAID and intelligent storage systems

3) To describe storage networking technologies sudRG&BAN, IP-SAN, FCoE, NAS and
object-based, and unified storage

4) To understand and articulate business continuitytisos — backup and replications,
along with archive for managing fixed content

Relevance of the Course:

This course aims to provide a comprehensive legroim storage technology, which will
enable you to make more informed decisions in areasingly complex IT environment and
builds a strong understanding of underlying stotagénologies.

The course has been designed to help the studentsmputer Science and Engineering to
understand the storage technology by studying eatufes of storage, you can combine the
storage techniques with big data analytics whictegjigreater support to understand the new
trend in storage.

Course Content

UNIT -1
Storage system:ntroduction to information storage and manageniefdrmation storage,
Evolution Date center Infrastructure, Informatidfe Icycle management. Components of a
Storage system Environment, Disk Drive componebisk drive performance, Logical
Components of the Host.
Data Protection: RAID, Implementation of RAID, RAID array componen®AID Levels,
Striping, Mirroring, parity, RAID 0, RAID 1, NestedRAID, RAID 3, RAID 4, RAID
5,RAID 6.
Intelligent storage system:Components of an Intelligent storage system, Feoat; Cache,
Back End, Physical Disk, intelligent storage ar@gncepts in Practice 11 Hours

UNIT - 2
Direct Attached storage and Introduction to SCSI:Types of DAS, Internal DAS, External
DAS,DAS Benefits and Limitations, Disk Drive Intades, Introduction to Parallel SCSI,
SCSI Command Model
Storage Area Networks : Fibre Channel: Overview, The SAN and its Evolatio
Components of SAN,FC Connectivity, Fibre channeftgoFibre channel Architecture,
Zoning, FC Topologies, Core-Edge Fabric, Mesh Toggl Concepts in Practice: EMC
Connectivity Summary.
Network-Attached Storage: General-Purpose servers vs NAS Devices , Bendffit$AS,
NAS File I1/0O, Components of NAS,NAS ImplementaBpMNAS File-Sharing —Protocols,
NAS /O Operations, Factors affecting NAS PerforegnConcepts in practice: EMC
CELERRA 10 Hours
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UNIT - 3
IPSAN: ISCSI, ISCSI Host Connectivity, Topologies for ISCSonnectivity, ISCSI
Protocol stack, ISCSI Discovery, names, sessiont),Rlxdering and numbering, FCIP,FCIP
Topology.
Content-Addressed Storage:
Fixed Content and Archives, Features and BenefiGAS,CAS Architecture, object storage
and Retrieval in CAS,CAS Examples, Concepts intmmracEMC Center.
Storage Virtualization: Forms of Virtualization, SNIA  Storage virtualigat Taxonomy,
Storage virtualization Configuration, Storage \attmation Challenges, Types of Storage
Virtualization, Concepts in Practice.

11 Hours

UNIT -4
Business Continuity : Introduction: Information Availability, BC Terminoby, ,BC
Planning Life cycle, Failure Analysis, Business &uopAnalysis ,BC Technology solutions,
Concept in Practice: EMC Power path
Backup and Recovery: Backup purpose, Backup considerations, Backup Gaetyu
,Backup methods , Backup consideration, Backupga®cBackup and Restore Operations
Backup Topologies, Backup, Backup in NAS Environtn&ackup technologies , Backups
to tape, Backup to Disk, Virtual Tape Libraries.

10 Hours

UNIT -5
Local Replication: Local Replication, Local Replication Technologi®estore and Restart
Considerations, Creating multiple Replicas, ConcapPractice
Remote Replication: Modes of Remote Replication, Remote Replication hfietogies,
Network Infrastructure, Concepts in practice
Securing and Storage Infrastructure: Storage Security Framework, Risk Triad, Storage
Security Domain.
Managing the Storage Infrastructure: Monitoring the Storage Infrastructure, Storage
Management Activities, Storage Infrastructure Mamgnt Challenges, Developing an Ideal
Solution. 10 Hours

Text Book:
1. G.Somasundaram, Alok Shrivastava Informatiome®ge® and Management

Reference Book:
1. Richard Barker and Paul Massiglia: Storage Atework Essentials A complete Guide to
understanding and Implementing SAN’s ,John Wiledids2014.

Course Outcomes:

1. Evaluating storage architectures and key data cefgenents in classic, virtualized and
cloud environments

2. Explaining physical and logical components of aage infrastructure including storage
subsystems, RAID and intelligent storage systems

3. Describing storage networking technologies suck@SAN, IP-SAN, FCoE, NAS and
object-based, and unified storage

4. Understanding business continuity solutions — bpcknd replications, along with
archive for managing fixed conten
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Model Question Paper:

Q. Questions Marks | CO’s | Levels
No
Unit-1
1a) Describe Information life cycle management. 7 CO1| L1,L2
b) Describe the Disk Drive components, Disk drive 7 col L2
performance.
C) Identify RAID array components . 6 CO1 L3
OR
2 a) | Define information storage and management . 6CO1 L2
b) Describe Evolution of Date center Infrastructure 8 COo1 L1
C) Explain RAID 0, RAID 1 and Nested. 6 co1 L3
Unit - 2
3a) E_xp_la|r_1 Internal DAS, External DAS,DAS Benefits and coz| L2.L2
Limitations
b) Describe the Benefits of NAS ,NAS File I/O . 6 CO2 L3
0) Differentiate Components of SAN,FC Connectivityhie 5 CO2 L3
channel ports
OR
4 a) | List the Factors affecting NAS Performance. 7 CcO2 L3
b) Describe the The SAN and its Evolution . 6 cp2L2
C) Definition of General-Purpose servers vs NAS iDew. 7 CO2 L3
Unit - 3
5a) | Explain Features and Benefits of CAS. g CO3 ,L21
b) Explain Fixed Content and Archives. 10 CO3 L6
C) Define Forms of Virtualization. 5 coB L3
OR
6) Explain ISCSI, ISCSI Host Connectivity, Topologies 8 co3
a) ISCSI Connectivity
b) Explain Fixed Content and Archives. 6 CO3 Lij)L2
C) Design Storage virtualization Configuration . 6 CO3 L3
Unit - 4
Explain BC Planning Life cycle, Failure Analysis,
’a) Business Impact Analysis ,BC Technology solutions. 6 co4 L2
b) Explain Backup methods , Backup consideration, Back 6 co4 L2
process
C) Explain Backup in NAS Environment Backup teclugods 8 CO4 L6
OR
8 a) | Definelnformation Availability, BC Terminology 7 CO4 L3
b) Define Backup and Recovery. 7 CO4 L1)L2
0) Explain 'Backup in  NAS Environment Backup 6 co4 L2
technologies.
Unit-5
9a) Descrlpe Modes of Remote Replication Write 8 co5| L1L2
unambiguous transactions.
b) Describe Remote Replication Technologies, Network 6 co5| L1L2
Infrastructure.
C) Describe Risk Triad, Storage Security Domain. 6 CO5 L3
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OR
10 | Explain Local Replication, Local Replication Teclogies
; : . : CO5 L2
a) List desirable properties of Transaction
b) Describe Risk Triad, Storage Security Domain. 6 CO5 L3
C) Explain Storage Infrastructure Management Chghs. CO5 L2
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Course Title :Pattern Recognition
Course Code: P13CS752| Semester: VIl | L-T-P:4:0:.0 | r@dits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Perquisites:
Basic knowledge in engineering mathematics, LinAdgebra, Fundamentals of
probability theory and statistics, programming kirexige.

Course Learning Objectives
1. Introduce to fundamental concept, statistical appih@o pattern recognition.

2. Learn how to design optimal classifier and focusedated techniques of parameter
estimation.

3. Know about non parametric procedures used withrarlidistribution, various
procedures for determining discriminant function.

4. To learn unsupervised procedure that used unlabsiimple.

5. Introduce to various methodologies for identificatand verification of a person

Relevance of the Course:
Ability to apply mathematical foundations, algontit principles in modeling and
design of real world problem of varying complexity.

Course Content

Unit 1
Introduction and Bayesian Decision Theory:  Machine perception, an example; Pattern
Recognition System; The Design Cycle; Learning Addptation. Introduction to Bayesian
Decision Theory; Continuous Features, Minimum erabe, classification. 10 Hours

Unit 2
Classifiers, discriminant functions, and decisiomfaces; The normal density; Discriminant
functions for the normal densityParameter Estimation Techniques: Introduction to
Maximum-likelihood estimation; Bayesian EstimatioBayesian parameter estimation:
Gaussian Case, general theory. 10 Hours

Unit 3

Non-Parameter Estimation Techniques: Introduction to Non Parametric Techniques;
Density Estimation; Parzen windows; k Nearest- Neighbor Estimation; The Nearest-
Neighbor Rule; Metrics and Nearest-Neighbor Classifon. Linear Discriminant
Functions: Introduction; Linear Discriminant Functions and 3&n Surfaces; Generalized
Linear Discriminant Functions; The Two-Category éanly Separable case; Minimizing the
Perception Criterion Functions; Relaxation ProceduiNon-separable Behavior; Minimum
Squared-Error procedures; The Ho-Kashyap procedures 10 Hours

Unit 4
Unsupervised Learning and Clustering: Introduction; Mixture Densities and
Identifiability; Maximum-Likelihood Estimates; Apjghation to Normal Mixtures;
Unsupervised Bayesian Learning; Data Descriptioth @lustering; Criterion Functions for
Clustering. 10 Hours
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Unit 5
Introduction to Biometrics: Biometric methodologies: finger prints, hand geametacial
recognition, Iris scanning, retina scanning, idedtion & verification — the distinction,
performance criterion.
12 Hours

Text Book:
1. Richard O.Duda, Peter E.Hart, David G. Stork, “@attClassification”, John Wiley
publication, 29 edition, 2001.
Reference Books:
1. Robert Schalkoff, “Pattern Recognition: StatistiGtructural and Neural
Approaches”, John Wiley & Sons, Inc.1992.
2. Christopher M. Bishop ,“Pattern Recognition and Mae Learning”, Springer
publication, 2006
3. K.Jain, R.Bolle, S.Pankanti, “Biometric: Persondéntification in network society”,
Kluwer academic publishers, 1999.

Course Outcomes:

After completing this course, students should He &b

Classify patterns using Bayesian Decision Theory.
Recognize patterns using parametric techniques.

Perform subspace analysis for classification prokle
Choose an appropriate model for unsupervised legurni
Design various biometric technologies for differapplications

agrwnE
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Model Question paper

Q. No | Questions | Marks | CO’s | Levels
Unit-1
1a) Brlefly gxplaln the step of Pattern Recognition t8ys 7 co1l L2
with a diagram.
b) List and'gxplaln any one Learning techniques oftePa r co1| L1L2
Recognition.
C) Briefly explain the Neyman-Pearson criterion. CO1 L2
OR
2 a) With a ‘neat diagram, explain design cycle of Patter 8 col L2
Recognition System.
b) Explain the Minimax criterion. 6 CO1 L2
C) Explain any one method of Feature Extractiohneue. 6 CO1 L2
Unit - 2
3a) Explain and simplify the Convergence of theisface. 8 CcO2| L1,L3
b) Write a short on Multivariate Density. CQ2 L]
C) Describe Factorization theorem. 7 CO2 L2
OR
4 a) Explain the Gibbs Algorithm. cop L2
b) ert'e and explaln the log-likelihood function anthB & 12 co2| L1L2
unbiased estimator.
Unit - 3
5a) Explain and simplify the Convergence of theigface. 8 CO3 L1
b) Write and .e.xplgln briefly the PNN algorithm foraiining 12 co3| L1L2
and Classification.
OR
6 a) Explain the properties of a Metrics. CO3 LiL
b) Define Discriminant functions and Training eftor 5 CO3 L1
0) Expla[n the category cases of Linear Discriminant 8 cO3 L2
Functions.
Unit - 4
7 a) Write a short on Data description and Clustgri 6 CO4 L2
b) State and prove that Perceptron Convergencer&imeo 7 CO4 | L1,L3
0) List out the Criterion Functions for Clustering agxplain 3 co4| L1L2
any one.
OR
8 a) erte an algorithm of Batch_ReIaxat_lon with margind 10 co4 L3
Single-Sample Relaxation with margin.
b) Write Ho-Kashyap algorithm. 5 CO4 L3
C) Write a short on Data description and Clustering 5 CO4 L1
Unit-5
9a) Explain briefly Connected Component technique. 7 CO5 L2
b) Write an algorithm of Newton’s Descent 8 CO5 L3
0) List out the preprocessing techniques and explaynoae 5 co5 | L1L2
of them.
OR
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10 a) Write a note on template matching in the contextack

" 5 CO5 L1
recognition.

b) Mention the techniques which are used for nmseoval. 3 CO5 L1

C) Explain Quadratic Discriminant. 12 CO5 L2
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Course Title :Mobile Computing
Course Code: P13CS753 Semester : VII L-T-P: : 4:0: Credits: 4

Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites: Know the concept of networking

Course Learning Objectives (CLOS)

Understand the mobile computing architecture, foundationrfabile computing.
Understand GSM technologies, concepts of cellular netwogkslyze GSM

Analyze Architecture and different elements within the G8&twork. Understand SMS
architecture SMS data technology.

4. Understand GPRS architecture, difference between GSM and GPRS

5. Understand WAP and MMS technology, WAP application, underdgtaow to develop
MMS applications.

Understand WLAN, Understand scope and importance of WLAN.

Understand PalmOS for PDA, understand tools and techniquelet@lop mobile
applications for PalmOS.

whN e

N

Relevance of the course:

1. This course presents the theoretical knowledgeatadd fundamental aspects of the
Mobile computing..

2. The student will also understand the conceptsSMIGGPRS ,WAP,MMS,SMS, WLAN

3. The student will also understand tools and tectesda develop mobile applications for
PaimOS.

4. This course gives students sufficient preparatosritfie Mobile Computing course.

Course Content

Unit 1
Mobile Computing, Middleware and gateways, appiaatnd services, security in mobile
computing. Mobile Computing Architecture: Architee for Mobile Computing, 3-tier
Architecture, Design Considerations for Mobile Cartipg. Mobile 1P, Internet Protocol
version 6(IPV6). 10 Hours

Unit 2
Global Systems for Mobile Communication,(GSM) GSNchitecture, GSM Entities, Call
routing in GSM, PLMN Interface, GSM Addresses adentities, Network Aspects in GSM,
Mobility Management, GSM Frequency allocation. $hdessage Service (SMS): Mobile
Computing over SMS, value added service through SM&essing the SMS bearer.

12 Hours

Unit 3
General Packet Radio Service (GPRS):GPRS and Paxkeat Network, GPRS Network
Architecture, GPRS Network Operations, Data SesviceGPRS, Applications for GPRS,
Limitations of GPRS, Billing and Charging in GPRS.
Wireless Application Protocol(WAP): WAP,MMS,GPRSpéipations.
CDMA and 3G:spread spectrum technology,|S-95,CDM#sus GSM, Wireless data, Third
Generation Networks, applications of 3G. 1o

Unit 4
Wireless LAN: wireless LAN advantages, IEEE 802sfdndards, wireless LAN architecture,
mobility in wireless LAN, deploying wireless LAN, abile ad hoc networks and sensor
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networks, wireless LAN security, wireless acceswehicular environment, wireless local
loop, hiperLAN ,WIFI versus 3G. 10 Hours
Unit 5

Programming for the palm: history of palm, palm @$hitecture, application development,
communication in palm OS, Multimedia, enhancemeantle current release, latest in palm:
Wireless devices with Symbian: introduction to SyembOS, Symbian OS architecture,
applications for Symbian, controls and compoundtrobsy, active objects, localization,
security on the Symbian, latest in Symbian. HbOrs

Course Outcomes :

The students shall able to:

1. Understand mobile computing architecture, foundation for melmomputing.

2. Understand andAnalyze GSM technologies, SMS concepts, GPRS concepts.

3. Understand and AnalyzeWAP and MMS technology, WAP application, understaoa
to develop MMS applications.

4. Understand WLAN, how to use WLAN, Understand scope of WLAN.

5. Understand PalImOS for PDA, Understand tools and techniqueet@lop mobile
applications for PalmOS.

Text Books :

1. Ashok Talukder, Roopa Yavagal, Hasan Ahmed: MoBienputing, Technology,
Applications and Service Creation, 2nd EditiontalelcGraw Hill, 2010.

Reference Books :

1. Martyn Mallik: Mobile and wireless design essergtjdlViley ,India,2003

2. Raj kamal: Mobile Computing, Oxford University Pse2007.

3. Iti Saha Misra: Wireless Communications and Netwp8G and Beyond, Tata McGraw
Hill, 2009.
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Model Question Paper
Q. No | Questions | Marks | CO’s | Levels
Unit-1
1a) What is middle ware* I_Desg:nbe its significanceandiing r col L2
the context of any application.

b) Describe the functions of three -tier arattitee. 7 COl1l| Li1,L2
C) Explain Design considerations for mobile comiy. 6 CO1 L2
OR

2 ) Write .brlef notes on: i. CC/PP  ii. Policy manage iii. 8 col L2
Security manager .
b) What are the different tiers in three-tiecharecture. 6 CO1 L2
C) What are the difference between middle wackgateways. 6 CO1 L2
Unit - 2
3a) Explain the GSM architecture with its constitueleneents. 8 CcO2| L1,L3
b) Explain the difference between SM MT and S\@M 5 CO2 L1
Explain the following
C) a. Operation Centric Pull 7 CO2 L2
b. Operation Independent Push
OR
4 a) Explqln the functions of HLR and VLR in call rougirand 3 CcO?2 L2
roaming.
Explain the following in brief in the context of &5
b) | networks 12 CO2| L1,L2
i. Mobile station ii. NSS iii. BSS iv. OSSv. IMEI
Unit - 3
5a) Explain the WAP application environment. g O L1
Explain each of the following in the context of GPR
) network i. SGSN  ii.GGSN lii.Channeloog 12 Co3| LilL2
OR
6 a) Explain the various limitations of GPRS. CO3L1
b) Explain call routing in the context of GPR&wiorks. 5 CO3 L1
C) Explain the GPRS architecture with its cansit elements,| 8 CO3 L2
Unit - 4
7 a) How is WLAN configured and managed. CD4 L2
b) How is WLL different from a cellular phonectenology. 7 CO4 | L1,L3
C) What is the motivation for using WLL. CO4 1.2
OR
8 a) How are mobility and handoffs managed in WLAN. 10 CO4 L3
b) Explain implementation of a WLL system 5 CO4 L3
C) Explain HiperMAN. 5 CO4 L1
Unit-5
9a) Describe the architecture of palm OS. T CO5 L2
b) Describe the application life cycle in palm OS waiin 3 CO5 L3
example.
C) Describe the memory management in Symbian OS. 5 CO5| L1,L2
OR
10 a) | Write a short notes on History of palm OS. » CO5 L1
b) | Describe the symbian OS application comptse 3 CO5 L1
c) | Describe the symbian OS architecture. 12 CO5 L2
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Course Title :Avrtificial Intelligence
Course Code: P13CS754 | Semester: VIl | L-T-P: 4:0:pCredits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr \ Weightage :CIE:50% SEE:50%

Prerequisites:
1. Neural networks
2. Machine learning

Course Qutcomes:
Upon successful completion of this course, theestudhall be able to:

1. Understanding fundamental of the history of anfientelligence (Al) and its
foundations.

2. Apply basic principles of Al in solutions that regproblem solving, inference,
perception, knowledge representation, and learning

3. Demonstrate awareness and a fundamental undersgaoidvarious applications of Al
techniques in intelligent agents, expert systemtgicéal neural networks and other
machine learning models.

4. Examine the proficiency developing applicationsum'Al language', expert system shell,
or data mining tools.

5. Demonstrate proficiency in applying scientific madito models of machine learning.

This course aims to:The course aims to provide a foundation in arafiantelligence
techniques for planning, with an overview of thedavispectrum of different problems and
approaches, including their underlying theory dralrtapplications.

Course Content

Unit-1
Artificial Intelligence: Introduction : What is Al; Foundations of Artifidialntelligence;
History of Artificial Intelligence; The state ofrA
Intelligent Agents: Agent and Environments; Good Behavior; The NatafrEnvironments;
The Structure of Agents;
Problem-solving: Problem-solving agent; searching for solution; Omied search
strategies;
Informed Search and Exploration: Informed searcistrategies; Heuristic functions; Online
Search agents and unknown environment;
Constraint Satisfaction problems: Constraint satisfaction problems; Backtrackingraea
for CSPs;
Adversarial search Games; optimal decisions in Games; Alpha-Betaipg)

12 Hours
Unit-2

Logical Agents: Knowledge-based agentBhe wumpus world; Logic; propositional logic;
Reasoning patterns propositional logic; Effectivepmsitional interference; Agent based on
propositional logic;
First-Order Logic: Representation revisited; Syntax and semanticdirseff order logic;
Knowledge engineering in first order logic;
Interference in First-Order Logic: Propositional verses first-order interferencejfidation
and lifting; 10 Hours
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Unit-3
Knowledge Representation: Ontological engineering; Categories and object;tiokg
situations and events; Mental events and mentatéctd)) The internet shopping world,
Reasoning system for categories; Reasoning withulteinformation; Truth maintenance
system;
Planning : The planning problems; Planning with state-spacarcke Planning graphs;
Planning with propositional logic 10 Hours
Unit-4
Uncertainity: Acting under uncertainity; Interfernce using fulbint distributions;
Independence; Bayes'’s rile and its use;
Probabilistic Reasoning:Representing knowledge in an uncertain domain; Sémantic of
Bayesian networks; Efficient representation of ¢oodal distribution; Exact interference in

Bayesian network. 10 Hours
Unit-5

Learning: Forms of learninginductive learning; Learning decision tree; Ensesribarning;

Computational learning theory 10 Hours

Text Books:

Stuard Russell and Peter Norvig, Artificial Intgéihnce. A Modern Approach®edition,
Prentice Hall, Inc., 2013 (required).

Reference Books:

1) Elaine Rich, Kevin Knight: Artificial Intelligenc8? Edition, Tata Mc Graw Hill,2009.
2) Nils.J,Nilsson: Principles of Artificial Intelligeze, Elsevier,1980.
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Course Title Arm Based System Design
Course Code: P13CS755 Semester : VI L-T-P: 4:0:0 1edits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr Weightage :CIE:50% SEE:50%

Prerequisites
1. Microprocessor
2. Computer architecture

Course Learning Objectives :

1. Describe the programmer’s model of ARM processor@eate and test assembly level
programming.

2. Analyze various types of coprocessors and desigalde co-processor interface to ARM
processor.

3. Analyze floating point processor architecture asdrchitectural support for higher level
language.

4. Understand the concepts of Thumb mode of operafidfRM.

5. ldentify the architectural support of ARM for openg system and analyze the function
of memory Management unit of ARM.

Course Content

UNIT -1
An Introduction to Processor Design Processor architecture and organization. Abstriact
in hardware design. A simple processor. Instruciendesign. Processor design trade-offs.
The Reduced Instruction Set Computer. Design fardower consumption.
The ARM Architecture: The Acorn RISC Machine. Architectural inheritandée ARM
programmer’s model. ARM development tools. Hdurs

UNIT -2
ARM Assembly Language Programming
Data processing instructionBata transfer instructions. Control flow instructso Writing
simple assembly language programs.
ARM Organization and Implementation: 3-stage pipeline ARM organization,5-stage
pipeline ARM organization. ARM instruction executicARM implementation. The ARM
coprocessor interface 10 Hours

UNIT -3
The ARM Instruction Set: Introduction. Exceptions. Conditional executionaBch and
Branch with Link (B,BL) Branch, Branch with Link drexchange instructions (BX, BLX).
Software Interrupt (SWI). Data processing instrtsi. Multiply instructions. Count leading
zeros (CLZ - architecture v5T only). Single worddamnsigned byte data transfer
instructions. Half-word and signed byte data trangfistructions. Multiple register transfer
instructions. Swap memory and register instructi@\WP). Status register to general register
transfer instructions. General register to staemister transfer instructions. Coprocessor
instructions. Coprocessor data operations. Copsocedata transfers. Coprocessor register
transfers. Breakpoint instruction (BRK - architeetw5T only). Unused instruction space.
Memory faults. ARM architecture variants.
Architectural Support for High-Level Languages:Abstraction in software design. Data
types. Floating-point data types. The ARM floatimgint architecture. Expressions .
Conditional statements. Loops. Functions and pneesd Use of memory. Run-time
environment. 10 Hours
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UNIT -4
The Thumb bit in the CPSR: The Thumb programmer’s model. Thumb branch instost
Thumb software interrupt instruction Thumb datacgessing instructions. Thumb single
register data transfer instructions. Thumb multiggister data transfer instructions. Thumb
breakpoint instruction. Thumb implementation. Thuagplications. Architectural Support
for System Development
Architectural Support for System Development The ARM memory interfageThe
Advanced Microcontroller Bus Architecture (AMBA).h& ARM reference peripheral
specification. Hardware system prototyping toolse DTTAG boundary scan test architecture.
The ARM debug architecture. 12 Hours
UNIT-5

ARM Processor Cores: ARM7TDMI. ARM8. ARM9TDMI.ARM10TDMI  Memory
Hierarchy: Memory size and speed. On-chip memory. Memory mamagt.
Architectural Support for Operating Systems An introduction to operating systems. The
ARM system control coprocessor. CP15 protection tagjisters. ARM protection unit. CP15
MMU registers. ARM MMU architecture. SynchronizatidContext switching. Input/Output.

10 Hours
Text Book:
1. Steve Furber: ARM System on Chip ArchitectbyeS.B Furber 2nd Edition, Pearson

2013.
Reference Book.
1. Joseph Yiu: The definitive guide to ARM Cortex M31Mrocessors, Elsevier Newnes
3rd edition 2014

Course Outcomes
The students shall able to:

1. Understand the hardware and software issues related to thegrdesf a
Microcontroller based system catering to the neeflsmnedium and higher end
applications.

Design3-stage pipeline and 5-stage pipeline ARM orgdiona

Understand the architecture and programming of the 32-bit ARbttex Processors.
Write an ARM programming using Thumb mode of operatibARM

Analyze the function of memory Management unit of ARM.

abrwn
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ELECTIVE - 1lI

Course Title Big Data Analytics
Course Code: P13CS761 Semester : VII L-T-P: 4:0:Q0 r&dits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites:
Student should have knowledge of basic computdriteature, operating systems, hadoop,
java, networking, and databases.

Course Learning Objectives (CLO’S)

1. Analyze several key technologies used in manipudastoring, and analyzing big data.

2. Acquire clear understanding of R & Hadoop.

3. Acquire clear understanding of Integrating R & Hapl@nd Acquire clear understanding
of Hadoop Streaming and its importance.

4. Manage Big Data and analyze Big Data.

5. Apply tools and techniques to analyze Big Data.

Relevance of the Course:

This course aims to provide a comprehensive legrom big data technology, which will
enable you to make more informed decisions in areasingly complex IT environment and
builds a strong understanding of underlying R ardmmne learning technologies .

Course Content
Unit 1

INTRODUCTION TO BIG DATA
Big Data and its Importance — Four V’s of Big Dat®rivers for Big Data —Introduction to
Big Data Analytics — Big Data Analytics applicatgmrArchitecture Componentsjassively
Parallel Processing (MPP) Platfornidnstructured Data Analytics and Reportiigig Data
and Single View of Customer/ProdudData Privacy ProtectionReal-Time Adaptive
Analytics and Decision Engines. 10 Hours
Unit 2
INTRODUCTION TO R & HADOOP
Getting Ready to Use R and Hadoop , InstallingriBtdlling R Studio, Understanding the
features of R language, Installing Hadoop, Undedity Hadoop features ,Learning the
HDFS and MapReduce architecture ,Writing Hadoop R&juce Programs, Introducing
Hadoop MapReduce, Understanding the Hadoop MapReducdamentals, Writing a
Hadoop MapReduce example ,Learning the differerysvia write Hadoop MapReduce in R.
10 Hours
Unit 3
INTEGRATION OF R & HADOOP
Integrating R and Hadoop ,Introducing RHIPE ,Untierding the architecture of RHIPE
Understanding RHIPE samples, Understanding the BHiliaction reference, Introducing R
Hadoop ,Understanding the architecture of RHadddpderstanding RHadoop examples,
Understanding the RHadoop function reference. HAPO®IREAMING WITH R Using
Hadoop Streaming with R - Introduction, Understagdihe basics of Hadoop Streaming,
Understanding how to run Hadoop streaming with Rydéfstanding a MapReduce
application, Exploring the Hadoop Streaming R pgeka 12 Hours
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Unit 4
DATA ANALYTICS WITH R AND HADOOP
Understanding the data analytics project life cyelentroduction, Identifying the problem,
Designing data requirement ,Preprocessing datdojReng analytics over data ,Visualizing
data, Understanding data analytics problems ,Ekpgoweb pages categorization Case
Studies: Computing the frequency of stock markeinge , Predicting the sale price of blue
book for bulldozers. ldours

Unit 5
UNDERSTANDING BIG DATA ANALYSIS WITH MACHINE LEARNI NG
Introduction to machine learning, Types of macHeening algorithms ,Supervised
machine- learning algorithms, Unsupervised mack#aening algorithm, Recommendation
algorithms, Steps to generate recommendations j@dRerating recommendations with R
and Hadoop. 10 Hours

Text Books :

1. Arvind Sathi, “Big Data Analytics: Disruptive Tecblogies for Changing the Game”,
1st Edition, IBM Corporation, 2012 (Chapter 1,2,8itll)

2. Big Data Analytics with R and Hadoop, Vignesh Ppajs -Packt Publishing 2013
(Chapters 1,2,3,4,5,6 Unit 2,3,4,5,6)

Reference Books:

1. Michael Minelli, Michehe Chambers, “Big Data, BignAlytics: Emerging Business
Intelligence and Analytic Trends for Today's Busigg 1st Edition, Ambiga Dhiraj,
Wiely CIO Series, 2013.

2. Bill Franks, “Taming the Big Data Tidal Wave: Findi Opportunities in Huge Data
Streams with Advanced Analytics”, 1st Edition, Wilend SAS Business Series, 2012.

3. Tom White, “Hadoop: The Definitive Guide”, 3rd Edm, O’reilly, 2012.

Course Outcomes:

1. Analyze several key technologies used in maatmg, storing, and analyzing big data.

2. Acquire clear understanding of R & Hadoop.

3. Acquire clear understanding of Integrating RH&doop and Acquire clear understanding
of Hadoop Streaming and its importance.

4. Manage Big Data and analyze Big Data.

5. Apply tools and techniques to analyze Big Data.
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Model Question Paper:

Q. No Questions Marks | CO’s Le;/el
Unit-1
1la) Describe Four V’s of Big Data . 7 Co1 LL12
b) Discuss the Drivers for Big Data . 7 CO1 L2
C) Discuss in detail the Big Data Analytics appiicas . 6 CO1 L3
OR
Describe what are Data Privacy Protectidteal-
23) Time Adaptive Analytics and Decision Engines . 6 col L2
b) Discuss about Big Data and Single View of 8 col L1
Customer/Product .
C) Explain Unstructured Data Analytics and Repaytin 6 CO1 L3
Unit - 2
3a) i[r)leF\S’C”be the different ways to write Hadoop Mapied 9 co2| L2.L2
b) Explain how to Install Hadoop . 6 CQ2 L3
C) Explain how to Install RStudio 5 CO2 L3
OR
4 a) Discuss in detail HDFS and MapReduce architect 10 CO2 L3
b) Discuss in detail the features of R language . 10 CO2 L2
Unit - 3
5a) Discuss in detail how to Integrate R and Hadoop 10 CO3| L1,L2
b) Explain the R Hadoop function . 10 CO3 L6
OR
6) a) Explain the basics of Hadoop Streaming 10 CO3
b) Explain the MapReduce application 1( CO3 L1jL2
Unit - 4
7 a) Discuss in detail data analytics projectdiele . 10 CO4 L2
b) Explam the process of Analyse the data andalizmg 10 co4 L2
ata.
OR
8 a) Describe in detail the web pages categaoizat 10 CO4 L3
Considering the case study bringout the Analysis
b) about Predicting the sale price of blue book for| 10 CO4| L1,L2
bulldozers .
Unit- 5
9 a) Discuss what is machine learning . 1D o5 L21,
b) Explain the different machine-learning algamth. 10 CO5| L1,L.2
OR
10 a) Discuss the Steps to generate recommendatiéhs 7 CO5 L2
b) Explain what is Supervised machine-learning adlyms 6 CO5 L3
0) Exple_un what is Unsupervised machine learning 4 CO5 L2
algorithm .
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Course Title : Digital Image Processing
Course Code: P13CS762  Semester : VII | L-T-P: 4:0:0 | iedits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr |  Weightage :CIE:50% SEE:50%

Prerequisites
1. Multimedia computing
2. Elementary mathematics

Relevance of the course
Some of the major fields in which digital image @essing is widely used are mentioned below
Image sharpening and restoration
Medical field
Remote sensing
Transmission and encoding
Machine/Robot vision
Color processing
Pattern recognition
Video processing
Microscopic Imaging

CoNorwNE

Course Learning Objectives (CLOS)

This course aims to

1. To understand the image fundamentals.

2. To understand the mathematical transforms nece$saigage processing and to study
the image enhancement techniques.

3. To understand the image degradation/restoratioretrart! different noise models.

4. To understand the uses of pseudo colors and ty ftedmage compression models.

5. To understand Morphological Image Processing aadntage segmentation.

Course Content
Unit 1
Digital Image Fundamentals: What is Digital Image Processing, fundamental Steps
Digital Image Processing, Components of an Imageqssing system, Elements of Visual
Perception, Image Sensing and Acquisition, Imagediag and Quantization, Some Basic
Relationships between Pixels, Linear and Nonlif@aerations. 10 Hours

Unit 2
Image Enhancement in Spatial domain:Some Basic Gray Level Trans— formations,
Histogram Processing, Enhancement Using Arithmeadgit Operations.
Image EnhancementIn Frequency Domain: Introduction to the Fourier transform,
smoothing frequency domain filters, sharpeningdeay domain filters. 11 Hours

Unit 3
Image Restoration: Model of image degradation/restoration process,senomodels,
Restoration in the Presence of Noise, Only— Spé&il&tring, Periodic Noise Reduction by
Frequency Domain Filtering, Linear Position— Ineati Degradations, inverse filtering,
minimum mean square error (Weiner) Filtering Hidurs
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Unit 4
Color Image ProcessingColor fundamentals, color models, pseudo colagenprocessing,
basics of full color image processing, color transfations.
Image Compression Fundamentals, Image Compression Models, Elenaniisformation
Theory 10 Hours
Unit 5
Morphological Image Processing: Dilation and Erosion, opening and closing, Some
Morphological algorithms.
Image Segmentation
Detection of discontinuities, Edge Linking and Bdary Detection, Thresholding, Region—
Based Segmentation. 10 Hours

TEXT BOOK:

1. “Digital Image Processing”, Rafael C. Gonzalez aRéthard E. Woods Pearson
Education, 2009,"8 edition.

REFERENCE BOOKS:

1. “Fundamentals of Digital Image Processing”, AnilJain, Pearson Edition, 2001.

2. “Digital Image Processing”, S. Jayaraman and others

Course Learning Outcome
After learning all the units of the course, the stdent is able to
1 Describe the various steps in image processing.
2 Develop the suitable filters for image enhancement.
3 Analyze the image degradation restoration modelremske models.
4
5

Apply the color image processing techniques.
Develop the algorithms for image segmentationModohological image processing.
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Course Title Wireless Sensor Networks
Course Code: P13CS763 Semester : VII| L-T-P: 4:0:0Credits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites: Data Communication and Computer Networks

Course Learning Objectives
The students should be able to
Explain the sensor network technology for various apphcasetups.
Analyze the design and conduct trade-off analysis betvypeeformance and resources.
lllustrate suitable medium access protocols and radio haewar
Describethe different transport control mechanisms anddieidvares in WSN
Explain the localization and topology control.

agrwnPE

Relevance of the CourseThis coursehas been introduced to the studdntkarn the basic-
to-advance concepts of Wireless Sensor NetworksNW&s become an emerging field in
research and development due to the large numbsgrpbications. As WSNs can be applied
in industry, agriculture, military defense, envine@nt monitoring, remote control and city
management etc., WSNs are becoming more and mprdgroStudents will be exposed and
have knowledge of the hardware and the softwarepooents of WSN so that they can
develop a monitoring and control system as a ptojec

Course content
Unit 1

Overview Of Wireless Sensor NetworksThe vision of Ambient Intelligence, Application
examples, Types of applications, Challenges for \8/SMhy are sensor networks different?,
Enabling technologies for wireless sensor netwofksallenges for Wireless Sensor
Networks, Enabling Technologies for Wireless Semsetworks. ArchitecturesSingle-Node
Architecture - Hardware Components, Energy Consumption of SeNsales, Operating
Systems and Execution Environmer8eme examples of sensor nodes.

10 Hours
Unit 2
Network Architecture: Sensor Network Scenarios, optimization Goalskgdres of Merit,
Design principles for WSNsService interfaces of WSNsGateway Concept$?hysical
Layer - Wireless channel and communication fundamengthysical layer and transceiver
design considerations in WSNs
10 Hours
Unit 3
MAC protocols - Fundamentals of (wireless) MAC protocols, Lowydaycle protocols and
wakeup concepts, Contention-based protocols, Stévbdised protocols, The IEEE 802.15.4
MAC protocol, How about IEEE 802.11 and Bluetddthink-layer protocols - tasks and
requirements, Error control, Framing, Link manageine
11 Hours

Unit 4
Routing protocols. The many faces of forwarding and routirgossiping and agent-based
unicast forwarding, Energy-efficient unicast, Broast and multicast, Geographic routing,
Mobile nodes, Data aggregation 10 Hours
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Unit 5

Localization and positioning Properties of localization and positioning procesur
Possible approaches: Proximity , Trilateratiod &mangulation, Scene analysis, Single-hop
localization - Overlapping connectivity, Approxinegpoint in triangle, Positioning in multi-
hop environments, Impact of anchor placemdipology control: Motivation and basic
ideas, Controlling topology in flat networks — Pave®ntrol: Some example constructions
and protocols - The relative neighborhood graphanBmg tree—based construction,
Hierarchical networks: Some ideas from centralized algorithms, Some idig&d
approximations. 11 Hours

Text Books

1. Holger Karl & Andreas Willig, " Protocols And Ardeictures for WirelessSensor
Networks", John Wiley,2011

Reference Books:

1. lan F. Akyildiz, Mehmet Can Vuran "Wireless Sens@tworks", Wiley 2010

2. Feng Zhao & Leonidas J. Guibas, “Wireless Sensotwbdi&s- An Information
Processing Approach”, Elsevier, 2007.

3. Kazem sohraby, Daniel minoli, Taieb znati, “WiredeSensor Networks: Technology,
Protocols and Applications:, WILEY , Second Editigmdian) , 2014.

Course Outcome

The Students should be able to

1. Explain the fundamental concepts of WSN and its application

2. Explain basic technologies and systems.

3. Choosesuitable MAC and routing algorithm and for wireless senstiuator network.

4. Implement the elements of distributed computing and networbtqzol for an
application.

5. Suggestsuitable hardware and software platforms for a ieppbn to setup sensor
networks.
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Model Question Paper
Wireless Sensor Networks (Elective)

Time:3 hrs Max.Marks:100
Note: Answer Five full questions selecting ONE full question from question from each Unit
UNIT — | Marks |CO’s|Levels
1 a |List and explain any five the characteristics @ shared among10 Co1|L1
most of the applications.
b Explain the mechanisms that form typical part§uSN. 10 CO1|L4
2 a |Whatis transceiver? List the characteristics whasceiver and |10 CO1|L1&L4
explain any 4 of them.
b Explain inadequate programming models for WSN dpegasysten10 co1l|L4
with a neat diagram
UNIT Il
3 a |Explain types of mobility for a sensor network. 6 CO2|L2
b Discuss the different optimization goals and fegiof merit for a |14 CO2|L6
WSN.
4 a |List and explain the basic wave propagation phesran 10 CO2|L2
b Discuss the different synchronization problems #ratassociated|10 CO2|L6
with receivers in WSN.
UNIT 1l
5a |Describe the hidden terminal and exposed termircddlpms in 10 CO3|L2
wireless networks
b . Differentiate between contention based protoaot$ schedule |10 co3|L4
based protocols.
6.a |Discuss how LEACH protocol is energy efficient ool 10 CO3|L6
b Explain the link management by the link layer poatio 10 CO3|L2
UNIT IV
7a |Explain in detail Gossiping and agent-based unicastarding 10 CO4|L2
b Discuss how a unicast routing can be energy-efficie 10 CO4 |L6
8a |Explainprim’s minimum cost spanning tree algorithm fordmo (10 CO4|L6
routing in WSN
b List and explain the different categories of aggtem operations |10 CO4|L2 &
and discuss their advantages and disadvantages L5
UNIT V
9a |Define Localization. List and explain different Bdde approaches8 CO5|L2
to determine a node’s position
9b |Three anchors with known positios, y ), 1 =1, ... ,3, and 12 CO5|L6
node at unknown positiofx,, yu), and perfect distance valugsi =
1, ... ,3 are given derive the expression to get the posiif the
unknown node. Using the derived equations comfhéepositior
of a node with 3 anchors at given positior(asy:) = (2, 1), (x2, y»)
= (5, 4), and(xs, ys) = (8, 2) with the distances between anchors
node of unknown position, =V10,r, = 2,r3 = 3.
10 a |Define topology control. Explain the different appch to th(10 CO5|L2 &
problem of topology control. L4
b Define Critical Transmitting Range (CTR) aagplain the differer|10 CO5|L2
methods to fix CTR.
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Course Title :Network Management Systems
Course Code: P13CS764 Semester : VII L-T-P: 4:0:0 redits:4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Computer networks
2. Distributed computing systems

Course Objectives:

1. Tointroducethe analogy of distributed networks and architeegufor network
installation and maintenance .

To introducebasic concepts of functionality of object and dgfees

To determine the functional aspects of SNMP managelend standards of Internet

To classify token, remote monitoring and RMON

Understanding the broadband network managemenplaloa role with network manage
interface

. Identifying key aspects of authorization and autization and account management

abrwn

(o2}

Course Content
Unit 1

Introduction : Analogy of Telephone Network Management, Data &rttcommunication
Network Distributed computing Environments; TCPBBsed Networks: The Internet and
Intranets, Communications Protocols and Standamtanunication Architectures. Protocol
Layers and Services: Base Histories of Networking 8anagement The Importance of
topology, Filtering Does Not Reduce Load on Nodep& Common Network Problems;.
Challenges of Information Technology Managers, Nekw Management: Goals,
Organization, and Functions- Goal of Network Mamaget, Network Provisioning, Network
Operations and the NOC, Network Installation andintmance; Network and System
Management, Network Management System platformie@tiStatus and Future of Network
Management.
Basic Foundations Standards, Models, and Language :Network Managenttandards,
Network Management Model. Organization Model, Infation Model Management
Information Trees. 9 Hours

Unit 2
Managed Object Perspectives Communication ModgASNI Terminology, Symbols, and.
Conventions. Objects and Data Types. Object Nakeg&xample of ASN.l from ISO 8824;
Encoding Structure; Macros, Functional Model
SNMPv1l Network Management - 1: Managed Network: The History of SNMP
Management, Internet Organizations and standantis;net Documents, The SNMP Model,
The Organization Model, and System Overview.
SNMPv1 Network Management - 2 The Information Model - Introduction. The Struict
of Management Information, Managed Objects. Managgnnformation Base. The SNMP
Communication Model-The SNMP Architecture, Admirasive Model, SN.MP
Specifications. SNMP Operations, SNMP MIB Groupné&tional Model. 10 Hours
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Unit 3

SNMP Management - RMON : Remote Monitoring, RMON SMI and MIB, RMONI1-
RMON1 Textual Conventions. RMONI Groups and Funudio Relationship Between
Control and Data Tables, RMON1 Common and Ethe@wtups, RMON Token. Ring
Extension groups RMON2 - The RMON2 Management imftion Base, RMON2
Conformance Specifications; ATM Remote Monitoriy,Case Study of Internet Traffic
Using RMON.
Broadband Network Management:ATM Networks: Broadband Networks and Services,
ATM Technology Virtual Path-Virtual Circuit, TM Paek Size, Integrated Service, SONET,
ATM LAN Emulation, Virtual- LAN: ATM Network Managment - The ATM Network
Reference Model, The integrated Local Managemestface. The ATM Management
Information Base. The Role of SNMP and ILMI in AriManagement, M1 Interface:
Management of ATM Network Element, M2 Interface: idgement of Private Networks.
M3 Interface: Customer Network  Management adbleuNetworks, M4 Interface: Public
Network Management of LAN Emulation, ATM Digital Eange Interface Management

12 Hours

Unit 4

Broadband Network Management : Broadband Access Networks and Technologies
Broadband Access Networks, broadband Access Teutpyiol[HFCT Technology The
Broadband LAN. The Cable Modem. Tiigable Modem Termination System. The HFC
Plant. -The RF Spectrum for Cable Modem: Data (ale Reference Architecture: HFC
Management- Cable Modem and CMTS Management, llif€ Management, RF Spectrum
Management. DSL Technology; Asymmetric Digital Sufliger Line Technology - Role of
the ADSL Access Network in an Overall Network, AD3kchitecture; ADSL Channeling
Schemes, ADSL Encoding Schemes; ADSL ManagementSiADletwork Management
Elements, ADSL Configuration Management, ADSL Faldtinagement. ADSL Performance
Management SNMP-Based ADSL Line MIB. MIB Integratiavith Interfaces Groups in
MIB-2, ADSL Configuration Profiles. 11 Hours

Unit 5
Network Management Applications: Configuration Management- Network Provisioning,
Inventory Management, Network Topology, Fault Masragnt- Fault. Detection, Fault
Location and Isolation Techniques, Performance Mameent Performance Metrics, Data
Monitoring: Problem Isolation, Performance StatistiEvent Correlation Techniques - Rule-
Based Reasoning, Model-Based Reasoning, Case-Bsasbning, Codebook correlation
Model. State Transition Graph Model, Finite Statadiine Model, Security Management -
Policies and Procedures. Security -Breaches andRéiseurces Needed to Prevent Them,
Firewalls, Cryptography. Authentication and Authkzation, Client/Server Authentication
Systems,. Messages Transfer Security, ProtectionNetworks from Virus Attacks.
Accounting Management. Report Management. PolicseBaManagement, Service; Level
Management. 10 hours
Text Book:
1. Mani Subramanian : Network Management — Principled Practice, @ Edition,
Pearson Education 2012
Reference Book :
1. J.Richard Burke : Network Management Concepts anactiees A Hands-On
Approach PHI 2008
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Course Outcomes :
On successful completion of the course studentseiable to:

1. Analyse the issues and challenges pertaining toagenent of emerging network
technologies and apply network management standlardanage practical networks.

2. Use SNMP v1 for managing the network

3. Demonstrate the features of SNMP v2 and use RMONnfmitoring the behavior of
the network

4. Explain telecommunication network standards andntifle different network
management applications.

5. Implement broadband network and learn advanced geamant topics.
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Course Title :Web 2.0 and Rich Internet Applicatiors
Course Code: P13CS765% Semester : VI L-T-P: 4:0:0 Credits: 4
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
» Computer networks
* Web technologies

Course Learning Objectives (CLOSs)

This course aims to

Describe the benefits of using Ajax in Web applaadevelopment

Describe the technical architecture for Ajax apgtiiens

Describe the use of JavaScript, XML, and Web sesvin Ajax applications

Apply Ajax techniques to enhance the responsiveaedsnteraction of Webpages
Compare and contrast the different mechanismsatster data between client and server
in Ajax applications

Leverage JavaScript Object Notation (JSON) astavigight data format

Building Applications with the Flex Framework

NP OOR~DNE

Course Content
Unit 1

Introduction, Web ServicesFolksonomies and Web 2.0, Software As a Serviea$p Data
and Web 2.0, Convergence, lterative developmert) Riser experience, Multiple Delivery
Channels, Social Networking. Web Services: SOAPCRRyle SOAP, Document style
SOAP, WSDL, REST services, JSON format, What isN®Array literals, Object literals,
Mixing literals, JSON Syntax, JSON Encoding and @cg, JSON versus XML

11 Hours

Unit 2
Building Rich Internet Applications with AJAX Building Rich Internet Applications with
AJAX: Limitations of Classic Web application modAlJAX principles, Technologies behind
AJAX, Examples of usage of AJAX, Dynamic web apalions through Hidden frames for
both GET and POST methods. IFrames, Asynchronoosmmication, AJAX application
model. 10 Hours

Unit 3
XMLHTTP objects XMLHTTP Object — properties and methods, handlidifferent
browser implementations of XMLHTTP, The same origialicy, Cache control, AJAX
Patterns (Only algorithms — examples not requir8dymission throttling pattern, Periodic
refresh, Multi stage download, Fall back patteRrgdictive fetch pattern 10 Hours

Unit 4
Building Rich Internet Applications with Flex Flash player, Flex framework, MXML and
Actionscript, Working with Data services, Undersiany differences between HTML and
Flex applications, Understanding how Flex applmadi work, Understanding Flex and Flash
authoring, MXML language, a simple example. Usingidnscript, MXML and Actionscript
correlations. Understanding Actionscript 3.0 largruayntax: Language overview, Objects
and Classes, Packages and namespaces, VariabEgpé& sf variables, case sensitivity and
general syntax rules, Operators, Conditional, Logpi Functions, Nested functions,
Functions as Objects, Function scope, OO Programmictionscript: Classes, Interfaces,
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Inheritance, Working with String objects, Workingithv Arrays, Error handling in
Actionscript: Try/Catch, Working with XML Frameworfundamentals, Understanding
application life cycle, Differentiating between &taplayer and Framework, Bootstrapping
Flex applications, Loading one flex application tm another, Understanding application
domains, Understanding the preloader., Working valiildren, Container types, Layout
rules, Padding, Borders and gaps, Nesting contgirddaking fluid interfaces, Managing
layout, Flex layout overview 11 Hours
Unit 5
Working with Ul componenets Working with Ul components: Understanding Ul
Components, Creating component instances, Commo@ddiponent properties, Handling
events, Button, Value selectors, Text componentst thased controls, Data models and
Model View Controller, Creating collection objectSetting the data provider, Using Data
grids, Using Tree controls, Working with selectedlues and items, Pop up controls,
Navigators, Control bars Working with data: Usiregalmodels, Using XML, Using Action
script classes, Data Binding 10 Hours

Text Books:
1. Nicholas C Zakas et al: Professional AJAX, Wrox lmations, 2006.
2. Chafic Kazoun: Programming Flex 2, O'Reilly pubticas, 2007.
3. Francis Shanahan: Mashups, Wrox, 2007.

Reference Books:
1. Thomas A. Powel: Ajax The Complete reference, MeGkhll, 2008.
2. Gottfried Vossen, Stephan Hagemann: Unleashing \®€b From Concepts to
Creativity, Elsevier, 2007.
3. Colin Moock: Essential Action script 3.0, O’'ReiBBublications, 2007.

Course outcomes :
On successful completion of the course studentdbwibble to:
1. Introduced to web services such as SOAP, RPC S@I&P, Document style SOAP,
WSDL, REST services.
Introduced to AJAX and various AJAX pattern
Understanding XMLHTTP objects
Design internet applications with flex, flash play@XML, Action Script.
Understanding of OO design and Ul components.
Design advanced web applications using AJAX, fled emash up techniques

S
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8" SEMESTER

Course Title : Cryptography & Network Security
Course Code: P13CS81 Semester : VI L-T-P: 2:1:0 Credits:3

Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Computer networks
2. Network management system

Course Objective: The student should be able

1. To Define Three Security goals, to define secwgégvices and how they are related to the
three security goals, to review integer arithmetiodular arithmetic.

2. To review short history of DES, define the basradiure of DES, to define the basic
structure of AES.

3. To introduce prime numbers and their applicationsryptography, to discuss some
primarily test algorithm to describe CRT and itplagation, to discus RSA system.

4. To explain need for KDC, to describe kerbores E®&, to discuss how PGP can
provide security services for email.

5. To discuss the need for security services at #resport layer of the internet model, to
discuss the application of IPSec in transport amaé¢l modes.

Course Content

UNIT 1
Introduction : Security goals, Cryptographic Attacks, Serviced dechanism , technique
Mathematics of Cryptography: Integer Arithmetic, Modular Arithmetic, Matrices
Traditional Symmetric-Key Ciphers: Introduction , Substitution Ciphers, Transpositio
Ciphers, Stream and Block Ciphers 11 Hours
UNIT 2
Data Encryption Standard: Introduction, DES Structure, DES Analysis, Sequat DES,
IDEA Advanced Encryption Standard Introduction ,Transformations ,Key Expansion,
Analysis of AES. 11 Hours
UNIT 3
Mathematics of Asymmetric Key Cryptography. Primes, Primality testing, Factorization,
Cinese remainder theoremsymmetric key cryptography: RSA Cryptosystem, Rabin
Cryptosystem, Message Authentication 11 Hours
UNIT 4
Key management Symmetric Key Distribution, Kerberos, Symmetriee\K Agreement,
Security at the Application Layer. Email, PGP: scenarios, key rings, PGP certificatast
model in PGP, PGP Packet, PGP Messages ,S/MIME:NSXMEME. 10 Hours

UNIT 5
Security at the Transport Layer : SSL Architecture, Services, Key Exchange Algaonth
Encryption/Decryption Algorithm, Hash Algorithm SSllessage Format§ecurity At the
Network Layer: Two Modes, Two Security Protocols, ISAKMP 10 H®Uu
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TEXT BOOK ::

1. Behrouz A. Forouzan and Debdeep MukhopadhyayptGgraphy and Network

Security", 29 Edition, McGrawHill Education, 2014.

REFERENCES:

1. Cryptography and Network Security: Principles &mdctice , 2013 by William Stallings

2. Cryptography and Network Security (UPTU) Paperback— 2012 by V S Bagad and |
A Dhotre

Course Outcomes:
Understand the importance of security attacks and servicehaeism
Explain basic structure of DES and AES
Understand importance of Primes, Primality testing, Factorization, Cinese
remainder theorem anBSA Cryptosystem,
Explain the concept of Kerbores, Symmetric Key Agreeme@P,S/MIME.
Understand SSL Architecture , Hash Algorithm SSL Message nkads, ISAKMP

whN e

ok
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Course Title :Internet of Things
Course Code: P13CS82| Semester: VIIl| L-T-P: 2:1:0 fedits: 3

Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Microcontrollers
2. Embedded systems

Course Objectives:

1. To learn about Home Area Networking, Building Aution and AMI protocols.

2. To understand the evolution towards open protobated on IP such as 6LowPAN and
ETSI M2M.

3. To understand the approach taken by service provideinterconnect the protocols and
solve the challenge of massive scalability of maetb-machine communication for
mission-critical applications.

4. To learn the next generation machine-to-machinel 23 architecture.

5. To know how the next generation utilities, by ict@mnecting and activating our physical
environment, will be able to deliver more energyithwless impact on our natural
resources.

Course Content
Unit 1
M2M Area Network Physical Layers :IEEE 802.15.4 - The IEEE 802 Committee Family
of Protocols, The Physical Layer, The Media-Accésstrol Layer, Uses of 802.15.4, The
Future of 802.15.4: 802.15.4e and 802.15.4¢g

Power line Communication for M2M Applications - @view of PLC Technologies, PLC
Landscape, Power line Communication: A Constraikkatlia, The Ideal PLC System for
M2M, Conclusion.

Legacy M2m Protocols for Sensor Networks, Building Automation and Home
Automation : The BACnetTM Protocol - Standardization, TechngloBACnet Security,
BACnet Over Web Services. 10 Hours

Unit 2
The LonWorks R Control Networking Platform — Startization, Technology, Web
Services Interface for LonWorks Networks: Echelana® Server, A REST Interface for
LonWorks
ModBus - Introduction, ModBus Standardization, Mod Message Framing and
Transmission Modes, ModBus / TCP
KNX 83 - The Konnex / KNX Association, Standardiea, KNX Technology Overview,
Device Configuration
ZigBee - Development of the Standard, ZigBee Asgture, Association, The ZigBee
Network Layer, The ZigBee APS Layer, The ZigBee ibevObject (ZDO) and the ZigBee
Device Profile (ZDP), ZigBee Security, The ZigB&Huster Library (ZCL), ZigBee
Application Profiles, The ZigBee Gateway Specificatfor Network Devices

10 Hours

Unit 3

Z-Wave - History and Management of the Protocok ZRWave Protocol
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Legacy M2m Protocols For Utility Metering : M-Bus and Wireless M-Bus - Development
of the Standard, M-Bus Architecture, Wireless M-Bus
The ANSI C12 Suite — Introduction, C12.19: The @&a Model, C12.18: Basic Point-to-
Point Communication Over an Optical Port, C12.&f: Extension of C12.18 for Modem
Communication, C12.22: C12.19 Tables Transport GQvay Networking Communication
System, Other Parts of ANSI C12 Protocol Suitd;CR6142: C12.22 Transport Over an IP
Network, REST-Based Interfaces to C12.19
DLMS / COSEM - DLMS Standardization, The COSEM Datodel, The Object
Identification System (OBIS), The DLMS / COSEM Iritze Classes, Accessing COSEM
Interface Objects, End-to-End Security in the DLMSOSEM Approach

11 Hours

Unit 4

The Next Generation: IP-Based Protocols
LoWPAN and RPL- Overview, What is 6LOWPAN? 6LoWR/And RPL Standardization,
Overview of the 6LOWPAN Adaptation Layer, Cont&dsed Compression: IPHC, RPL,
Downward Routes, Multicast Membership, Packet Rwpti
ZigBee Smart Energy 2.0 - REST Overview, ZigBe® ZE Overview, Function Sets and
Device Types, ZigBee SE 2.0 Security
The ETSI M2M Architecture - Introduction to ETSCIM2M, System Architecture, ETSI
M2M SCL Resource Structure, ETSI M2M Interacti@erview, Security in the ETSI
M2M Framework, Interworking with Machine Area Netks, Conclusion on ETSI M2M

12 Hours

Unit 5

Key Applications of The Internet of Things : The Smart Grid — Introduction, The Marginal
Cost of Electricity: Base and Peak Production, &pang Demand: The Next Challenge of
Electricity Operators and Why M2M Will Become a Kégchnology, Demand Response for
Transmission System Operators (TSO), Case Studlf R France, The Opportunity of
Smart Distributed Energy Management, Demand Respofrhe Big Picture, Conclusion:
The Business Case of Demand Response and DemafithgSis a Key Driver for the
Deployment of the Internet of Things
Electric Vehicle Charging - Charging Standards i@esv, Use Cases, Conclusion

09 Hours

Text Book:
1. Olivier Hersent, David Boswarthick, Omar EllouniThe Internet of Things — Key
applications and Protocols”, Wiley, 2012

References:
1. The Internet of Things in the Cloud: A Middlewarergpective - Honbo Zhou — CRC
Press — 2012

2. Architecting the Internet of Things - Dieter Ucke&lnm; Mark Harrison; Florian
Michahelles- (Eds.) — Springer — 2011

3. Networks, Crowds, and Markets: Reasoning About ghlyi Connected World -
David Easley and Jon Kleinberg, Cambridge UniveRiess - 2010

4. The Internet of Things: Applications to the Smarid@nd Building Automation by -
Olivier Hersent, Omar Elloumi and David BoswarthicWiley -2012
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Course Outcomes:
At the end of this course the students will be able
Identify the components of IOT
Design a portable IOT using appropriate boards
Program the sensors and controller as part of IOT
Develop schemes for the applications of IOT in temaé scenarios
Model the Internet of things to business

agrwnrE
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ELECTIVE -1V
Course Title :Real Time Systems
Course Code: P13CS831 Semester : VIII L-T-P: 2:1:0 Credits: 3

Contact Period : Lecture :52 Hr, Exam: 3Hr Weightage : CIE:50% SEE:50%

Prerequisites
1. Operating systems
2. Distributed computing systems

Course Objectives
The course aims to gain knowledge on:
Real-Time systems, modeling and Design of Real-Taystems.
Task scheduling,
Resource management and Resource access control.
Hardware Issues
Real-time operating systems and Memory Management

agrwnE

Course content

Unit -1
Hard versus Soft Real Time SystemsJobs and Processors, Release Times, Deadlines and
timing constraints, Hard and soft timing constrajidard real time systems and soft real time
systems.
A reference model of real time systemsProcessors and resources, temporal parameters of
real time workload, periodic task model, precedermastraints and data dependency, other
type dependencies, functional parameters, resquaicameters of jobs and parameters of
resources, scheduling hierarchy.
Commonly used approaches to real-time schedulingClock driven approach, Weighted
Round Robin approach, Priority driven approach, &wit versus static systems, Effective
release times and deadlines. Optimality of EDF BSd algorithms, on optimality of the
EDF and LST algorithms. 10 Hours

Unit -2
Clock Driven Scheduling: Notations and assumptions, Static, Time-driven eS8aker
General structure of cyclic schedules, Cyclic Exees, Improving average response time of
A periodic jobs, Scheduling sporadic jobs, Algamithfor constructing static schedules, Pros
and cons of clock driven scheduling.
Priority scheduling for periodic tasks: Static assumption, Fixed versus dynamic priority
algorithms, Maximum schedulable utilization, Optlityaof the RM and DM algorithms,
sufficient schedulability conditions for the RM ab#i1 algorithms 10 Hours

Unit -3
Resources and Resource access contrdlssumptions on resources and their usage, effects
of resource and their usage, effects of resourngention and resource access control, Non-
preemptive critical sections, Basic priority —inik&mce protocol, Basic priority-ceiling
protocol, stack-based, priority-ceiling protocokeuof priority ceiling protocol in dynamic
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priority systems, preemption-ceiling protocol, Qofling accesses to multiple-unit
resources, controlling concurrent accesses toatgéats.
Multiprocessor scheduling, resource access controhnd synchronization: Model of
multiprocessor and distributed systems, Task assegih, Multiprocessor priority-ceiling
protocol. Elements of scheduling algorithms for -emé@nd periodic tasks, Schedulability of
fixed-priority end- to- end periodic tasks, Endetiod tasks in heterogeneous systems.

11Hours

Unit- 4
Real-Time communication: Model of real-time communication, Priority —baseervice
disciplines for switched networks, weighted rountin service disciplines, medium access-
control protocols of broadcast networks, intermet eesource reservation protocols, real time
protocol, communication in multicomputer system. 10 Hours
Unit -5
Operating Systems: Overview, Time services and scheduling mechanisotiser basic
operating system functions, processor reserves amelsource kernel, open system
architecture, capabilities of commercial real tioperating systems ,Predictability of general
purpose operating system. 10 Hours
Text Books:
1. Liu, Jane W.S., Real Time Systems, Pearson Edun;&aD0.
2. Laplante, Phillip A., Real-Time Systems Design amalysis, Wiley, & Ed., 2004.

Course Learning Outcomes
On successful completion of this course studeniso@iable to:

Characterize real-time systems and describe theations

Analyze, design and implement a real-time system

Apply formal methods to the analysis and desigreaf-time systems

Apply formal methods for scheduling real-time sysse

Characterize and describe reliability and fauktahce issues and approaches

agrwnPE
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Course Title: Decision Support Systems
Course Code: P13CS832 Sem: 8 L-T-P-H: 4:0:0:4 Credi 4
Contact Period: Lecture: 52 Hrs., Exam: 3 Hrs | Weighage: CIE:50; SEE:50

Prerequisites:
1. Should have knowledge regarding mathematical mpdalsbase systems, data mining,

management science.
2. Should have knowledge on graphics techniques avgtg@mming techniques.

Course Learning Objectives (CLO'’S)

This course aims to:

1. Provide an overview of the foundations and key issuesariagerial decision making.

2. Describeanddevelopthe components and structure of each DSS comp®nent

3. Understandthe different methodologies to develop decisiorpsupsystems.

4. Enable the student to appreciate the role and naturerofigDecision Support Systems
and related approaches such as Cognitive Mapping aseans of structuring and
supporting complex unstructured decision problentls inigh levels of uncertainty.

5. Understand Enterprise Resource Packages, Supply Chain Mareageamd Customer
relationship management systems.

Relevance of the Course:

1. The course topics include factors leading to effectomputerized support for decisions,
characteristics of tasks amenable to computerimpgdat, basic functional elements of a
decision support system, the decision supportyldke; and factors leading to successful
integration of a DSS into an organization.

2. Support for distributed decision processes, supfoortime-critical decisions, and deals
with how to refine and improve an organization'sSDdfevelopment capability.

3. The course establishes a foundation for understgndnd analysing information and
information systems in organisations. It also pdegi an overview of technical and
organisational aspects of decision support sys{@8s), including individual, group and
organisational DSS as well as executive informasigstems (EIS). Management of DSS
and EIS within the end-user computing environmentlso discussed. The course is
design-oriented and emphasises conceptual foumdadioDSS and EIS.

Course Contents

Unit 1
Decision Making and Computerized Support-1:
Managers and Decision Making, Managerial-DecisioakiMg and Information Systems,
Managers and Computer Support, Computerized DeciSlapport and the Supporting
technologies, A frame work for decision supportgeToncept of Decision Support systems,
Group Decision Support Systems, Enterprise InfommaBystems, Knowledge Management
systems, Expert Systems, Artificial Neural Networklybrid Support Systems. Decision-
Making Systems, Modeling, and Support: Introductaomd Definitions, Systems, Models.
Phases of Decision-Making Process, Decision-Makihige Intelligence Phase, Decision
Making: The Design Phase, Decision Making: The €hdoPhase, Decision Making:
Implementation Phase. 11 Hours
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Unit 2
Decision Making and Computerized Support-2:
How decisions are supported, Personality typesdgenhuman cognition, and decision
styles; The Decision —Makers. Decision Support &wyst An Overview DSS Configuration,
What is DSS? Characteristics and Capabilities oSD&8omponents of DSS, The Data
Management Subsystem, the Model Management Subsy$tee User Interface Subsystem,
The Knowledge-Based Management Subsystem, the UBSS Hardware, DSS
Classification. 10 Hours
Unit 3
Decision Support Systems Development:
Introduction to DSS development, The Traditionast8yn Development Life cycle, Alternate
Development Methodologies, Prototyping: The DSS dawyment Methodology, DSS
Technology Levels and Tools, DSS Development Riat$p DSS Development Tool
Selection, Team-Developed DSS, End User-Develofd, [Putting the System Together.
10 Hours
Unit 4
Group Support Systems:
Group Decision Making, Communication and Collaborat Communication Support,
Collaboration Support: Computer- Supported Cooparatvork, Group Support Systems,
Group Support Systems Technologies, Group Systepetiy Room and Online, The GSS
Meeting Process, Distance Learning, Creativity laied Generation. 10 Hours
Unit 5
Enterprise Information Systems:
Concepts and definitions, Evolution of Executived aBnterprise Information Systems,
Executive’'s roles and information needs, Charasties and capabilities of Executive
Support Systems, Comparing and integrating EIS B8&, Supply and Value Chains and
Decision Support, Supply Chain problems and sahgtiocMRP, ERP / ERM, SCM, CRM,
PLM, BPM, and BAM. 11 Hours

Text Book :
1. Efraim Turban. Jay E. Aronson, Ting-Peng Liang: iBien Support Systems and
Intelligent Systems, 7th Edition, Prentice-Halllodia, 2006.
Reference Book :
1. Sprague R.H. Jr and H.J. Watson: Decision Suppgstes, 4th Edition, Prentice
Hall, 1996.

Course outcomes (COs)
Upon completion of this course student will be abléo,

1. lllustrate different types of Decision Making strategies,niga work for decision
support.

2. DescribeDSS characteristics, capabilities and configuretio

3. Explain DSS Development Methodology, DSS Technology Lesals Tools.

4. Analyze Group Decision Making, Communication and Collaltiorg Communication
Support.

5. Describethe evolution of Executive and Enterprise InfonmaiSystems, Executive's
roles and information needs, Characteristics amhloilities of Executive Support
Systems.
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Model Question Paper

UNIT-1
SL.N Questions Mark CQO’s Leve
1. Explain the various reasons needeq 10 | lllustrate different L2
computerized decision support systems. types of Decision
2. What is a model of a system? Explail 10 | Making strategies. L1,L

classification of models according to
degree of abstraction. Also explain why an

uses models.
UNIT-2
3. Explain the ideal characteristics arapabiliti 10 | Describe DSS L2
of DSS. characteristics
4. What are the various DSS classifications? | 10 L1,L
Explain the various components of DSS.
UNIT-3
5. Explain the various basic DSS developmentl0 | Explain L4,L
software platforms. What is teadevelop DSS Developm
DSS and end-user developed DSS. Methodology.
6. Explain the DSS technology levels and| 10 L4
development tool selection.
UNIT-4
7. Explain the different tools and the@lationsh| 10 | Analyze Group Decision| L4
to the Making
major group support system activities.
8. Explain  the time/place = communici 10 L4

framework and some collaborative comg
support technologies.

UNIT-5
9. Describe the desired characteristics and b 10 | Describe the evolution of L6
of enterprise information systems(EIS). Executive and Enterprise

10. | Describe the MSS integration with ERP sys 10 | Information Systems. L6
SCM systems and KMS.
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Course Title : Business Intelligence & Applications
Course Code: P13CS833 Semester : VIII L-T-P: 2:1:0 Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr Weightage :CIE:50% SEE:50%

Prerequisites
1. Computer networks
2. Business management system

Course Content
Unit 1
Introduction to Business Intelligence:Business enterprise organization, Its functions, an
core business processes, Key purpose of using Ibusiness, The connected world:
Characteristics of Internet-Ready IT Applicatiofs)terprise Applications, Introduction to
digital data and its types — structured, semi-stmecl and unstructured.
Introduction to OLTP and OLAP:
On-Line Transaction Processing (OLTP) and On-Linealftical Processing (OLAP):
Different, OLAP architectures, OLTP and OLAP, Datadels for OLTP and OLAP,
10Hours

Unit 2
Role of OLAP tools in the BI architecture, OLAP fmemance directly on operational
databases, A peek into the OLAP operations on chalénsional data, Leveraging ERP data
using analytics. Getting started with business intelligence: Using analytical
information for decision support, Information socesc before dawn of Bl, Business
intelligence (BI) defined, Evolution of Bl and roté DSS, EIS, MIS and digital dashboards,
Need for Bl at virtually all levels, Bl for pastrgsent and future, The BI value chain,
Introduction to business analytics. 10 Hours
Unit 3
Bl Definitions and concepts BI Component framework, Need of Bl, Bl Users, Bess
Intelligence applications, Bl Roles and respongied, Best practices in BI/DW, The
complete BI professional, Popular Bl tools.
Basis of data integration:Need for data warehouse, Definition of data warekodata mart,
0SS, Raiph Kimball's approach vs. W.H.Inmon's apgig Goals of a data warehouse,
constituents of a data warehouse, Extract, tramgftovad, data Integration, Data integration
technologies, Data quality, Data profiling. Haurs

Unit 4
Multidimensional data modeling: Introduction, Data modeling basis, Types of dataleho
Data modeling techniques, Fact table, Dimensionletalbypical dimensional models,
Dimensional modeling life-cycle, designing the dma®nal model, Step-by-step lab guide to
analyze data using MS Excel 2010
Measures, metrics, KPIs, and Performance managemenUnderstanding measures and
performance, Measurement system terminology, Néwigaa business enterprise, role of
metrics, and metrics supply chain, “Fact-Based fleniMaking” and KPIs 16iours
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Unit 5
KPI Usage in companies, business metrics and Ketsnecting the dots: Measures to
business decisions and beyond
Basics of enterprise reporting: Reporting perspectives common to all levels enisepr
Report standardization and presentation practiEgdgerprise reporting characteristics in
OLAP world, Balanced scorecard, Dash boards andréstion, Scorecards vs. Dashboards,
The buzz behind analysis, Step-by-step lab guidedate enterprise reports using MS Acess.

10Hours
Text Books:
1. “Fundamentals of Business Analytics” — By R Migad and SeemaAcharya,Publishers:
Wiley India.

Reference Books:

1 Larissa T Moss and Shaku Atre — Business Igtatice Roadmap : TheCompleteProject
Lifecycle for Decision Support Applications, AddisdVesleyinformation Technology
Series

2 David Loshin - Business Intelligence: The Sawgnager’'s Guide, Publisher:Morgan
Kaufmann

3. Brian Larson - Delivering Business Intelligenegh Microsoft SQL Server 2005,Mc
Graw Hil
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Course Title :Service Oriented Architecture
Course Code: P13CS834 Semester : VI L-T-P: 2:1:0 Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites: Student should have knowledge of basic SOFTWARHMi@cture, Web
Service systems, java language and databases.

Course Learning Objectives (CLO’S)

The course aims to:

1. To gain understanding of the basic principles o¥ise orientation.

2. To learn service oriented analysis techniques.

3. To learn technology underlying the service design.

4. To learn advanced concepts such as service congmp®tchestration and
Choreography.

5. To know about various WS-* specification standards.

Relevance of the Course:

This course aims to provide a comprehensive legraimservice oriented system, which will
enable you to make more informed decisions in areasingly complex IT environment and
builds a strong understanding of underlying pattedarchitecture.

Course Content

Unit-1
Roots of SOA —Characteristics of SOA - Comparing SOA to clientvee and distributed
internet architectures —Anatomy of SOA- How compusén an SOA interrelate - Principles
of service orientation.

10 Hours

Unit -2
Web services -Service descriptions — Messaging with SOAP —Mesgsaghange Patterns —
Coordination —Atomic Transactions — Business at#igi— Orchestration — Choreography-
Service layer abstraction— Application Service lray@usiness Service Layer- Orchestration
Service Layer 12 Hours

Unit -3
Service oriented analysis -Business-centric SOA — Deriving business servicsyvice
modeling - Service Oriented Design — WSDL basicSGAP basics — SOA composition
guidelines — Entity-centric business service desidipplication service design — Taskcentric
business service design. 9 Hours

Unit -4
SOA platform basics —SOA support in J2EE — Java API for XML-based watvises JAX-
WS) - Java architecture for XML binding (JAXB) —vaaAPI for XML Registries (JAXR) -
Java API for XML based RPC (JAX-RPC) — Web Servitggroperability Technologies
(WSIT) - SOA support in .NET — Common Language Ruat- ASP.NET web forms - ASP.

NET web services — Web Services Enhancements (WSE) 12 Hours
Unit -5
WS-BPEL basics— WS-Coordination overview - WS-Choreography, W3id9pSSecurity
9 Hours
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Text Books:
1. Thomas Erl, “Service-Oriented Architecture: Consepiechnology, and Design”,

Pearson Education, 2010.

Course Outcomes:
This course will enable students to:

1.
2.

©oOoNOO AW

Design, develop and test Web services.

Learn standards related to Web services: Web SEriescription Language
(WSDL), Simple Object Access Protocol (SOAP), amivdrsal Description,
Discovery and Integration (UDDI).

Learn basic principles of Service-Oriented Architiee and apply these concepts to
develop a sample application

Conceptually model Web services and formulate $igations of them in the
Resource Description Framework (RDF) and the Wetnlogy Language (OWL).
Learn approaches to compose services.

Evaluate emerging and proposed standards for tive coenponents of Web services
architectures
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Model Question Paper:

Q. No Questions Marks | CO’s | Levels
Unit-1
1a) Desqribe service _oriented architecture leads tadrgments in automated 7 lecorl L1 L2
solution construction and benefiting the enter@iggplain briefly. ’
Define service role? What are the different fundataleservices roles
b) : el 7 |co1l| L2
provided? Explain briefly
Describe with example how a standardized data septation format will
c) . S 6 Cco1 L3
reduce the complexity of some application.
OR
2 a) | List and explain the (any10) common charasties of contemporary SOA] 6 | CO1| L2
b) Discuss common tangible benefits of SOA. 8 |CO1| L1
) Discuss the evaluation of SOA. 6 | CO1l| L3
Unit - 2
3a) Explain the concept 'of addressing with respectit@aced messaging, o | cozl| L2L2
metadata and security.
b What do you mean by reliable messaging? With tloessary diagrams and
) - . 6 | CO2| L3
examples explain in detail.
) Explain different primitive message exchangegoas? 5 | Cco2| L3
OR
4 a) | Discuss the terms and concepts expressecbystieventing specification.| 7 | CO2| L3
b List and define different parts of endpoint refeesmand message
'\ : ; . 6 | CO2| L2
information headers provided by ws-addressing.
List and explain different business activities thavern long running and
c) : - 7 | CcO2| L3
complex service activities.
Unit - 3
5a) Discuss how the logical components of SOA estagtishlevel of 5 | cosl LiL2
enterprise logic abstraction and how these compeneter relate in SOA. ’
b) Explain Application service design. 10 | CO3| L6
C) Describe service modeling. 5 | CO3| L3
OR
6a) | Explain the Taskcentric business service design 8 CO3 L1
b) Discuss in detail SOAP. 6 | CO3| L1,L2
c) Describe entity centric design. 6 | CO3| L3
Unit - 4
7 a) | Discuss the SOA support in J2EE 6 | CO4| L2
b) Explain about Java API for XML. 6 | CO4| L2
o) Discuss ho_w service are used in Web Services Ipéeability s |coal Le
Technologies.
OR
8 a) | Explain Java architecture for XML binding. 7 | CO4| L3
b) Explain service oriented platform basics 7 CO4| L1,L2
C) Discuss in detail Java API for XML based RB8X-RPC) . 6 | CO4| L2
Unit-5
9 a) | Discuss in detail the WS-BPEL basics. 8 | CO5| L1,L2
b) Describe What are WS-Coordination. 6 | CO5| L1,L2
C) Discuss WS-Choreography. 6 | CO5| L3
OR
10 a | Discuss WS-Policy. 10 | CO5| L2
b) Discuss in detail about WS Security. 10 | CO5| L3
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Course Title :Information Theory and Coding
Course Code: P13CS835| Semester : VIII L-T-P: 2:1:0 Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage: CIE:50% SEE:50%

Prerequisites
1. Data communication
2. Data compression

Course Objective:

1. Tointroduce information theory, the fundamentdleroor control coding techniques
and their applications, and basic cryptography.

2. To introduce basic concepts of information contetdeveloped and applied to the
problems of compressing information by encoding.

3. Understand the noisy channel coding problem isesddis. Shannon's fundamental
channel capacity results are derived and presentbdse results are then used to
assess the performance of both block and convaoletiding schemes in different
practical situations.

4. Afterwards, the course will consider error conttotiing techniques and applications.

5. Finally, the basic concepts of cryptography willibeoduced.

Unit 1
Information Theory: Introduction, Measure of information, Average imf@tion content of
symbols in long independent sequences, Averagenmafiton content of symbols in long
dependent sequences. Markoff statistical model ifdormation source, Entropy and
information rate of mark-off source. 10 Heur

Unit 2
Source Coding Encoding of the source output, Shannon’s encodalgorithm.
Communication Channels, Discrete communication ek Continuous channels.
10 Hours
Unit 3
Fundamental Limits on Performance Source coding theorem, Huffman coding, Discrete
memory less Channels, Mutual information, Channapacity. Channel coding theorem,
Differential entropy and mutual information for d¢omous ensembles, Channel capacity
Theorem. 11 Hours
Unit 4
Introduction To Error Control Coding : Introduction, Types of errors, examples, Types of
codes Linear Block Codes: Matrix description, Erdetection and correction, Standard
arrays and table look up for decoding. Binary CyClades, Algebraic structures of cyclic
codes, Encoding using an (n-k) bit shift registsmdrome calculation. BCH codes.
11 Hours
Unit 5
RS codes, Golay codes, Shortened cyclic codes,t Bursr correcting codes. Burst and
Random Error correcting codes. Convolution CodameTdomain approach. Transform
domain approach. 10 Hours

Text Books:
1. Digital and analog communication systems, K. Sar@ng&ugam, John Wiley India
Pvt. Ltd, 1996.
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2. Digital communication, Simon Haykin, John Wiley ladPvt. Ltd, 2008.

Reference Books:

1.
2.

ITC and Cryptography, Ranjan Bose, TMH, |l editi@@07
Digital Communications - Glover and Grant; PearBdn2nd Ed 2008

Course Outcomes

This course covers the fundamental concepts ofrimdition theory and error control coding.
At the conclusion of the course, several objectivdisbe achieved:

1.
2.

3.

RO

Students will be introduced to the basic notionmtdrmation and channel capacity.
Students will be introduced to convolutional anddl codes, decoding techniques, and
automatic repeat request (ARQ) schemes.

Students will be understand how error control cgdethniques are applied in
communication systems.

Master the basic ideas behind the shannon chaapatity results.

Students will understand the basic concepts oftogypphy.

. Be able to assess the potential of new and uniqaenzl methods
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ELECTIVE-V

Course Title :Fuzzy Logic
Course Code: P13CS841 Semester : VIII L-T-P:2:10 Credits : 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Elementary mathematics
2. Theory of computation

Course Learning Objectives
The students should be able to
Describefuzzy logic fundamentals.
Learn Properties, Relations and Mapping of Classicalfamky set operations
lllustrate the basic mathematical elements of the theory ofyfisets
Know the rules of fuzzy logic for fuzzy control.
Describefuzzy set theory, Fuzzy synthetic evaluation, Fuyzatfern recognition, Fuzzy
grammar and Syntactic recognition.

arwnE

Course Content
Unit 1

Classical / Crisp sets and Fuzzy setsClassical sets: Operations on Classical Sets;
Properties of Classical Sets; Mapping of classets to functions. Fuzzy set operations;

Properties of Fuzzy Sets; Classical Relations amty Relations: Cartesian product; Crisp

Relations: Cardinality of Crisp Relations; Operaimn Crisp Relations; Properties of Crisp

Relations. Fuzzy Relations: Cardinality of fuzziatens; Operations and Properties of fuzzy

relations; fuzzy Cartesian product and composithdon interactive fuzzy sets; Tolerance and

Equivalence relations: Crisp equivalence and tolegaelations 12 Hours

Unit 2
Membership functions: Features of membership function; Standard formsBmehdaries;
Fuzzification; Membership value assignments: Ilmaoit Inference; Rank Ordering; Angular
Fuzzy Sets; Neural Networks; Genetic Algorithmsductive reasoning Fuzzy-to—Crisp
Conversions: Lambda-Cuts for Fuzzy Sets; Lambda-ts Ctor Fuzzy Relations.
Defuzzification Methods.Fuzzy Classification Classification by equivalence relations:
Crisp relations; Fuzzy relations; Cluster analy§igjster validity; c-means clustering: Hard
c-means; fuzzy c-means; Classification metric; ldandg the fuzzy c-partition. 10 Hours

Unit 3
Fuzzy arithmetic, numbers, vectors, classical logicand fuzzy logic: Introduction;
Extension principle; Crisp functions; Mapping, amethtions; Functions of fuzzy sets; Fuzzy
transform; Fuzzy numbers; Interval analysis in hanietic, Approximation methods of
extension; DSW Algorithm; Fuzzy vectors; Classidatedicate Logic: Tautologies;
Contradictions; Equivalence; Exclusive Or and Egula Nor ; logical proof; Fuzzy logic.

10 Hours

Unit 4
Fuzzy Rule Based Systems: &8ural Language; Linguistic hedges; Rule basedesyst
Canonical rule forms; Decomposition of compoun@sulAggregation of Fuzzy rules.
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Fuzzy Nonlinear Simulatiort Fuzzy relational equations; Partitioning; Nonansimulation
using fuzzy rule based systems; Fuzzy associateraanes.

Fuzzy Decision Making Fuzzy synthetic evaluation; Fuzzy ordering; Pmfiee and
Consensus; Multi objective decision making; Fuzzayd&sian decision method; Decision
making under fuzzy states and fuzzy actions. 0 Haurs

Unit 5
Fuzzy Pattern Recognition:Feature analysis; Partitions of the feature sp8oggle sample
identification; Multi feature pattern recognitiofmage processing; Syntactic recognition:
Formal grammar; Fuzzy grammar and Syntactic recogni
Fuzzy Control Systems:Review of control system theory: System identifimatproblem;
Control system design problem; Control surface;t@brsystem design stages; Assumptions
in a fuzzy control system design. Application ohtrol system in industries 10 Hours

Text Books:
1. Fuzzy logic with Engineering applications,Timothy J. Ross, McGraw-Hill/Wiley India
Publications.? Edition. 2009.

Reference Books:

1. An introduction to Fuzzy control, D. Driankar, Heltendoom and M. Reinfrank Narosa
Publishers India, 1996.(Reprint 2009)

2. Principles of Soft Computing, S.N.Shivanandam, Bd¢pa, Wiley India (pvt) Ltd
publications, First edition 2007.

3. Essentials of Fuzzy modeling and Control, R. R.erasd D. P. Filer John Wiley, 1994.

Course Outcomes

The students will be able to

1. Know how to perform mapping of fuzzy sets by a timtand use the-level sets in
such instances.

2. Familiar with the extension principle, its compdiilp with the o-level sets and the
usefulness of the principle in performing fuzzy rbenarithmetic operations (Additions,
multiplications, etc.).

3. Familiar to drawing a distinction between binargitoand fuzzy logic at the conceptual
level and capable of representing a simple clasgicaposition using crisp set
characteristic function and likewise representinduazy proposition using fuzzy set
membership function.

4. Apply fuzzy inference applications in the area ofittol and robotics.

5. Describe the use of fuzzy inference systems indénggn of intelligent or humanistic
systems and the application of fuzzy inferencénedrea of control system.
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Course Title :Software Testing
Course Code: P13CS842 Semester : VIII L-T-P: 2: 10 | Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Software engineering

Course Learning Objectives
1. Conceptual view of testing insights
2. Understanding the core elements of boundary values
3. Discovery of path
4. System testing guidelines, ASF (Atomic System FHone) testing example. Context
of Interaction, A taxonomy of interaction
Fault-Based Testing
. Validation and verification to find degree of fresd

o o

Course Content

Unit 1
A Perspective on Testing, Examples: Basic defingjoTest cases, Insights from a Venn
diagram, Identifying test cases, Error and faukoteomies, Levels of testing. Examples:
Generalized pseudocode, The triangle problem, ThetDate function, The commission
problem, The SATM (Simple Automatic Teller Machinapblem, The currency converter,
Saturn windshield wiper. 10 hours

Unit 2
Boundary Value Testing, Equivalence Class TestiDgcision Table Based Testing:
Boundary value analysis, Robustness testing, Wiast- testing, Special value testing,
Examples, Random testing, Equivalence classes,vilguice test cases for the triangle
problem, NextDate function, and the commission [@ol Guidelines and observations.
Decision tables, Test cases for the triangle probMextDate function, and the commission
problem, Guidelines and observations. 10 hours

Unit 3
Path Testing, Data Flow Testing: DD paths, Testecage metrics, Basis path testing,
guidelines and observations. Definition-Use testijjce-based testing, Guidelines and
observations.
Levels of Testing, Integration Testing: Traditionaéw of testing levels, Alternative life-
cycle models, The SATM system, Separating integmnagéind system testing. A closer look at
the SATM system, Decomposition-based, call gragdeld, Path-based integrations.

12 Hours

Unit 4
System Testing, Interaction Testing: Threads, Besitcepts for requirements specification,
Finding threads, Structural strategies and funelistrategies for thread testing, SATM test
threads, System testing guidelines, ASF (Atomid&yg-unctions) testing example. Context
of interaction, A taxonomy of interactions, Interan, composition, and determinism,
Client/ Server Testing.
Process Framework: Validation and verification, eg of freedom, Varieties of software.
Basic principles: Sensitivity, redundancy, restoict partition, visibility, Feedback. The
quality process, Planning and monitoring, Qualibalg, Dependability properties, Analysis,
Testing, Improving the process, Organizationaldest 10 hours
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Unit 5

Fault-Based Testing, Test Execution: Overview, Agstions in faultbased testing, Mutation

analysis, Fault-based adequacy criteria, Variationsmutation analysis. Test Execution:

Overview, from test case specifications to tesesascaffolding, Generic versus specific
scaffolding, Test oracles, Self-checks as orafepture and replay.

Planning and Monitoring the Process, Documentinglysis and Test: Quality and process,
Test and analysis strategies and plans, Risk plgnMonitoring the process, Improving the

process, The quality team, Organizing documentst Steategy document, Analysis and test

plan, Test design specifications documents, Tasaalysis reports. 10 Hours
Text Books:
1. Paul C. Jorgensen: Software Testing, A CraftsmApjsroach, & Edition, Auerbach

2.

Publications, 2008.
Mauro Pezze, Michal Young: Software Testing andlysia — Process, Principles and
Techniques, Wiley India, 2009.

Reference Books:

1.
2.

3.

Aditya P Mathur: Foundations of Software Testingaion Education, 2008.
Srinivasan Desikan, Gopalaswamy Ramesh: SoftwasribePrinciples and Practices,
2nd Edition, Pearson Education, 2007.

Brian Marrick: The Craft of Software Testing, Pear&ducation, 1995.

Course outcomes:

arwnE

No

Demonstrate the view of testing aspects

Conceptual view of testing insights

Understanding the core elements and evaluatioowfhdary values

Discovery of path testing and data flow testing

System testing guidelines, ASF (Atomic System Hone) testing example. Context of
Interaction, A taxonomy of interaction

Conclusion of Fault-Based Testing

Validation and verification to find degree of fresd
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Course Title :Agile Technologies
Course Code: P13CS843 Semester : VIII| L-T-P:2:10 | Credits: 3

Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Software engineering
Course Objectives

This course aims to:

To understand the basic concepts of Agile SoftWwaoeess.
To gain knowledge in the area of various Agile Metblogies.
To develop Agile Software Process

To know the principles of Agile Testing

Assess product quality risks within an Agile prajec

agrwnE

Course content
Unit 1

INTRODUCTION

Software is new product development — Iterativeettggment — Risk (Driven and Client
(Driven iterative planning — Time boxed iterativevédlopment — During the Iteration, No
changes from external stakeholders —Evolutionadyadaptive Development (Evolutionary
requirements analysis — Early “Top Ten” high (levehuirements and skilful analysis
Evolutionary and adaptive planning — Incrementdivdey — Evolutionary delivery — The

most common mistake — Specific iterative and Evohary methods. 12 Hours

Unit 2

AGILE AND ITS SIGNIFICANCE

Agile development — Classification of methods — Bigde manifesto and Principles — Agile
project management — Embrace communication and&sd- Simple practices and project
tools — Empirical Vs defined and prescriptive Pesce Principle(based versus Rule(Based —
Sustainable discipline: The human touch — Team @sglex adaptive system — Agile hype
— Specific agile methods. The facts of change dtwsage projects —Key motivations for
iterative Development — Meeting the requirementallehge iteratively — Problems with the
Waterfall. Research evidence — Early historicajgmbevidence — Standards (Body evidence
— Expert and thought leader evidence — A Businesg dor iterative development — The
historical accident of waterfall validity. Hburs

Unit 3
AGILE METHODOLOGY
Method overview — Lifecycle — Work products, Rolasd Practices values — Common
mistakes and misunderstandings — Sample proj eleteeess mixtures — Adoption strategies
— Fact versus fantasy — Strengths versus “Othstdhy. 10 Hours

Unit 4
SCRUM
Concepts —deliverable and methods. XP: Conceptdivetsble and methods Unified
process: Concepts- deliverable-methods.EVE: Cosedthods-deliverable. EVO: Method
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Overview, Lifecycle, Work Products, Roles and preg, Common mistakes and
Misunderstandings, Sample Projects. 10 Hours

Unit 5
AGILE PRACTICING AND TESTING
Project management — Environment — Requirementest ¥ The agile alliances — The
manifesto — Supporting the values — Agile testifdire principles and six concrete practices
for testing on agile teams. 10 Hours

Course Outcomes

1. Demonstrate a systematic understanding of curiggle techniques and practices used in
industry.

2. Apply industry standard agile techniques in devedoftware in a team.

3. Use group and individual retrospectives to criticavaluate and propose improvements
in developing software in a professional context.

4. Apply concepts of XP and EVE in develop a software

5. Managing the changes applying different testin@negpues

Text Book

1. Craig Larman “Agile and Iterative Development — Aalager’'s Guide” Pearson
Education —2004.

2. Elisabeth Hendrickson, “Agile Testing” Quality Tr8eftware Inc 2008.

References:
1. Shore,"Art of Agile Development” Shroff Publishe&sDistributors, 2007
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Course Title :Cyber Security
Course Code: P13CS844 Semester : VIII| L-T-P:2:10 | Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites:
1. Basic fundamental knowledge of computers, Inteamet network.
2. Information and network security

Relevance of the course:

1. Cyber security course covers the fundamental cdscepderlying the construction of
secure systems from hardware to software to theaheromputer interface with the use
of cryptography to secure interactions.

2. Students will develop a way of thinking i.e seaquritriented better understanding how to
think about adversaries and how to build systerasdbfend against them.

Course Objectives
1. Learn about cybercrime, legal perspectives and rsteted different types of cyber

attacks.

2. Understand security challenges presented by malaieces and information systems
access in the cybercrime world and get an overwéwools and methods used in
cybercrime.

3. Learn about phishing , identity theft and get arerwiew of challenges faced in
punishing the cybercriminals.

4. Understand the fundamental concepts in cyber faagns

5. Get an overview of tools used for the forensicharid-held devices and learn about data
privacy and security best practices essential fgamizations.

Course Content
Unit 1

INTRODUCTION TO CYBERCRIME
Introduction, Cybercrime definition and origins of the word, Cydréme andinformation
security, who are Cybercriminals, Classificatiorfscgbercrimes, Cybercrime: The legal
perspectives, Cybercrimes: An Indian perspectiyhetcrime and the Indian ITA 2000, A
global Perspective on cybercrimes.
CYBEROFFENSES: HOW CRIMINALS PLAN THEM
Introduction How criminal plan the attacks, Social Engineeri@gber stalking, Cybercafe
and Cybercrimes, Botnets: The Fuel for CybercriAtegck vector, Cloud computing.

10 Hours

Unit 2

CYBERCRIME : MOBILE AND WIRELESS DEVICES
Introduction, Proliferation oMobile and Wireless Devices, Trends in Mobility,e@it Card
Frauds inMobile and Wireless Computing Era, Security Chajlesn Posed byobile
Devices, Registry Settings for Mobile Devices, AartticationService Security, Attacks on
Mobile/Cell Phones, Mobile Devices:Security Implications for Organizations,
Organizational Measures forHandling Mobile Devices-Related Security Issues,
OrganizationaBecurity Policies and Measures in Mobile Compuktng, Laptops.
TOOLS AND METHODS USED IN CYBERCRIME
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Introduction Proxy Servers and Anonymizers, Phishing, Passwaetkihg, Key loggers
and Spywares, Virus and Worms, Trojan Horses armkd#ors, Steganography, DoS and
DDoS Attacks, SQL Injection, Buffer Overflow, Atteeon Wireless Networks,

11 Hours

Unit 3

PHISHING AND IDENTITY THEFT
Introduction, Phishing, Identity Theft (ID Theft).
CYBERCRIMES AND CYBERSECURITY: THE LEGAL PERSPECTIV ES
Introduction, Why do we need Cyber law: The Indzontext, The Indian IT Act, Challenges
to Indian Law and cyber crime scenario in Indiagi@l Signature and the Indian IT Act,
Amendments to the Indian IT Act, Cybercrime andiBlument, Cyber law, Technology and
Students: Indian Scenario 10 Hours

Unit 4
UNDERSTANDING COMPUTER FORENSICS
Historical Background of Cyber forensics, DigitairEnsics Science, The Need for Computer
Forensics, Cyber forensics and Digital EvidencereRsics Analysis of Email, Digital
Forensics Lifecycle, Chain of Custody Concept, Nekw Forensics, Approaching a
Computer Forensics
Investigation, Setting of a Computer Forensics lratuoy: Understanding the Requirements,
Computer Forensics and Steganography, RelevanctheofOSI 7 Layer Model to the
Computer Forensics and Social Networking Sites: $keurity/Privacy Threats, Forensics
Auditing, Anti Forensics 10 Hours

Unit 5
FORENSICS OF HAND HELD DEVICES
Introduction, Understanding cell phone working @ueristics, Hand-held devices and
digital forensics, Toolkits for handheld devicedosics, forensics of iPods and digital music
devices, Techno legal challenges with evidence filwamdheld devices, Organizational
guidelines on cell phone forensics.
CYBERSECURITY: ORGANIZATIONAL IMPLICATIONS
Cost of Cybercrimes and IPR Issues: Lesson for i@zgdons, Web Treats for
Organizations: The Evils and Perils, Security andvadey Implications from Cloud
Computing, Protecting People’s Privacy in the Oigation, Organizational Guidelines for
Internet Usage, Safe Computing Guidelines and Coenpusage Policy. 11 Hours

Text Book:

1. Nina Godbole, Sunit Belapure, Cyber Security, Wilegia, 2014.

Reference Books:

1. Nina Godbole, Information Systems Security, Wilegia, New Delhi.

2. Kennetch J. Knapp, Cyber Security & Global Inforioat Assurance Information
Science Publishing.

3. William Stallings, Cryptography and Network SecyriPearson Publication.

Course Outcomes
1. Describecybercrime, legal perspectives ddéntify different types of cyber attacks.
2. Analyze security challenges presented by mobile devicdsr#nrmation systems access
in the cybercrime world andsetools and methods used in cybercrime.
3. Demonstrate phishing , identity theft antllustrate the challenges faced in punishing
the cybercriminals.
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Summarizethe fundamental concepts in cyber forensics.
Implement tools used for the forensics of hand-held devaresDevelop data privacy
and security best practices essential for orgaoizat
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Course Title : Ubiquitous Computing
Course Code: P13CS845| Semester: VIII| L-T-P:2:10 Credits: 3
Contact Period : Lecture :52 Hr, Exam: 3Hr | Weightage :CIE:50% SEE:50%

Prerequisites
1. Internet of things
2. Embedded systems

Course Learning Objectives (CLO’s)

1. Software infrastructure for ubiquitous computingttban support the integration between
our physical space and virtual computing space.

2. Sensors and sensor network that can capture asehdisate context information,

3. Embedding computing into everyday objects,

4. Spontaneous interaction where appliances and ssrvian seamlessly interact and
interoperate with each other with little or no pragreements, and

5. Social computing that apply ubiquitous computinghtéques and everyday computing
artifacts to improve our social lives.

Course Content
Unit -1
Ubiquitous Computing: Basics and Vision:Living in a Digital World; Modelling the Key
Ubiquitous Computing Properties; Ubiquitous Systemvironment Interaction; Architectural
Design for UbiCom Systems: Smart DEI Model; Disoniss
Applications and Requirements: Example Early UbiCom Research Projects; Everyday
Applications in the Virtual, Human and Physical \doiDiscussion. 10 Hours

Unit 2
Smart Devices and ServicesService Architecture Models; Service Provision L@gcle;
Virtual Machines and Operating Systems.
Smart Mobiles, Cards and Device NetworksSmart Mobile Devices, Users, Resources and
Code; Operating Systems for Mobile Computers anchi@onicator Devices; Smart Card
Devices; Device Networks. 10 Hours

Unit 3
Human—Computer Interaction: User Interfaces and Interaction for Four Widely tUse
Devices; Hidden Ul Via Basic Smart Devices; Hiddgh Via Wearable and Implanted
Devices; Human-Centered Design; User Models: Adtmns and Representation; iHCI
Design.
Tagging, Sensing and Controlling: Tagging the Physical World; Sensors and Sensor
Networks; Micro Actuation and Sensing: MEMS; EmbeddSystems and Real-Time
Systems; Control Systems (for Physical World Tasks) 11 Hours
Unit 4
Intelligent Systems (1S):Basic Concepts; IS Architectures; Semantic KB I8sSical Logic
IS; Soft Computing IS Models; IS System Operations.
Intelligent System Interaction: Interaction Multiplicity; Is Interaction Design; 8w
Generic Intelligent Interaction Applications. 10 Hours
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Unit 5
Ubiquitous Communication: Audio Networks; Data Networks; Wireless Data Netkspr
Universal and Transparent Audio, Video and Alphaetim Data Network Access;
Ubiquitous Networks; Further Network Design Issues.
Management of Smart Devices:Managing Smart Devices in Virtual Environments;
Managing Smart Devices in Human User-Centered Bnmients; Managing Smart Devices
in Physical EnvironmentsJbiquitous System: ChallengesOverview of Challenges
11 Hours

Text Book:

1. Stefan Poslad: Ubiquitous Computing - Smart DeviBesironments & Interactions,

Wiley Publication, 2009.

Course Outcome
1. Describe the background, vision and the most important iappbn areas of
Ubiquitous Computing.
Explain the principles of Smart Devices & its Services.
Explain and use different new types of user interfacekidieg tangible, embedded
and wearable interaction.
4. Explain and use principles of Intelligent System andntstaction.
5. Explain Ubiquitous Communication, Management of Smart Deviand Ubiquitous
Challenges.

wn
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